Enhancing Time Series Predicting: An Analytical Comparison of LSTM, Random Forest, and Hybrid Models for Predicting BRI Stock Prices
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**Abstract.** Accurately predicting stock price fluctuations is crucial for understanding BRI (BBRI) stock trends from January 2020 to July 2024. This study evaluates the effectiveness of Long Short-Term Memory (LSTM) and Random Forest models, as well as hybrid approaches. The analysis involves developing LSTM models with one and two hidden layers alongside Random Forest and hybrid models. The results indicate that the LSTM model with two hidden layers and Adam's optimization method (learning rate 0.01, epoch 200, batch size 64) delivers the highest accuracy, achieving an RMSE of 97.84, MAPE of 1.45%, and MAD of 76.12. In contrast, Random Forest and hybrid models show lower performance and less accuracy in predicting stock prices.
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# INTRODUCTION

As one of the most active and complicated elements in the global financial system, the stock market is characterized by high volatility, large transaction volumes, and complexity of information to be analyzed [1] [2] [3]. High volatility, caused by a variety of factors, including economic and political uncertainty, contributes to substantial risk for investors [4] [5] [6] [7]. Large transaction volumes reflect a high level of market activity [8] [9], while information complexity includes different types of data to consider, such as company financial reports, economic news, and market analysis [10] [11] [12]. Sharp price fluctuations are influenced by external factors, such as monetary policy and interest rate changes, as well as by the diversity of products traded, including stocks, bonds, and derivative instruments [13] [14] [15]. All these factors interact to create a highly dynamic and complex market. The characteristics of fast and volatile stock price movements demand accurate and reliable forecasting methods to assist investors and analysts in making informed investment decisions [16] [17] [18] [19]. The stock analysis of PT Bank Rakyat Indonesia (Persero) Tbk (BBRI) is particularly important due to significant global and regional recognition, such as a 110-world ranking and awards from Forbes and Fortune. Despite a declining share price, BBRI continues demonstrating profit growth and financial stability, making it crucial for investment analysis and future performance assessment. Effective forecasting helps investors determine the right time to buy or sell BBRI shares and supports market stability by providing better insight into potential future price movements.

In recent years, advanced analysis methods such as Long Short-Term Memory (LSTM) and Random Forest have shown great potential in predicting complex time series data, including stock prices. LSTM, an artificial neural network, is specifically designed to handle long-term dependencies in sequential data, making it highly effective in analyzing complex and non-linear temporal patterns in stock price data [20] [21] [22]. The advantage of LSTM lies in its ability to process long-term preserved information through sophisticated gating mechanisms, thus capturing undetectable patterns by other methods. On the other hand, as an ensemble learning method, Random Forest operates by building various decision trees that combine their results to provide more stable and accurate predictions. By reducing the risk of overfitting and improving prediction accuracy, Random Forest has been proven effective in various data analysis applications [23] [24] [25] [26] [27]. Combining these two methods in a hybrid model offers significant potential for improving stock price prediction accuracy. Hybrid models that combine LSTM with random forest capitalize on each method's strengths: LSTM handles long-term temporal data, and random forest reduces variability and improves prediction accuracy. By integrating the ability of LSTM to identify complex patterns and Random Forest to mitigate model variability, this approach can provide more accurate and reliable results in predicting stock prices. Recent research shows that this hybrid model not only overcomes the weaknesses of a single model but also offers a more robust solution in stock data analysis [28] [29] [30] [31] [32].

Given the advantages offered by both methods, this research aims to explore the application of the hybrid LSTM and Random Forest models in the context of BRI (BBRI) stock price prediction. This research will compare the effectiveness of both methods separately and evaluate how their combination can create synergies that improve prediction accuracy. By focusing on combining the strength of LSTM in capturing deep temporal patterns and Random Forest's ability to minimize model uncertainty, this study aims to find the most effective approach for the Indonesian stock market. Hopefully, the findings from this study will provide valuable insights that can be used to formulate more informed and strategic investment strategies and improve understanding of how best to utilize analytics technology in the context of the stock market.

# METHODS

This study evaluated the effectiveness of various models in predicting BRI's stock price through a comprehensive methodology. The process involved collecting and pre-processing data, developing LSTM models with one and two hidden layers, testing Random Forest models, and exploring hybrid approaches (RF-LSTM and LSTM-RF). Model performance was assessed using RMSE, MAPE, and MAD metrics to compare the strengths and weaknesses of each approach. Below are the steps for this research:

## Data Collection

The dataset comprises the daily closing prices of BRI (BBRI) shares, sourced from the website https://finance.yahoo.com/quote/BBRI.JK/. The data period used is from January 2, 2020, when the COVID-19 issue began to emerge, to July 31, 2024. The collection process involves examining the data to identify and remove outliers and correct any errors.

## Data Pre-processing

Normalization is performed using the Min-Max Scaling technique to standardize variable scales. The dataset is subsequently divided into a training set and a testing set, where the training set is utilized for model development, and the testing set is employed for evaluating model performance. A time series technique with lag generation is applied to prepare the data in a format suitable for the LSTM model. This study uses a lag of 10-time steps of historical data, meaning that ten independent variables are formed. The choice of 10-time steps was based on preliminary experiments that showed that using more than ten lags did not significantly improve the model's prediction accuracy. Using more lags slowed down the training process. Therefore, a 10-time step is considered optimal to balance model performance and the efficiency of the training process.

## LSTM and Random Forest Model Development

LSTM models were developed with one and two-hidden layer configurations to capture the temporal dependency of stock prices. Hyperparameter settings, including number of epochs, batch size, learning rate, and optimizer type (Adam, SGD, Adamax, Adagrad, and RMSprop), were performed to determine the optimal configuration. The model implementation uses deep learning libraries such as TensorFlow or PyTorch in Python, with evaluation based on its ability to reflect actual stock price fluctuations. In the LSTM model with two hidden layers, each layer uses 50 neurons. The alternative hyperparameters used in this modelling are shown in **TABLE 1.**

**TABLE 1.** Alternative Hyperparameters for LSTM

|  |  |
| --- | --- |
| **Hyperparameter** | **Alernatives** |
| Neurons | 50 |
| Droupout rate | 0.2 |
| Learning rate | 0.001, 0.01, 0.1 |
| Batch size | 32, 64 |
| Epochs | 50, 100, 150, 200 |

The Random Forest model was developed to compare its performance with the LSTM model. Parameters such as tree depth, number of trees (n estimators), and splitting criteria were optimized to improve prediction accuracy. The model was implemented using the scikit-learn library in Python, focusing on its ability to capture sharp and significant stock price trends.

## Hybrid Model Implementation

The hybrid approaches tested include RF-LSTM and LSTM-RF, which aim to explore the potential for improving prediction accuracy. In the RF-LSTM approach, the prediction results from Random Forest are used as input features for the LSTM model, while in the LSTM-RF approach, the prediction results from LSTM are used as input for the Random Forest model. The purpose of this approach is to utilize both models' power to capture various aspects of stock price movements.

## Model Evaluation

Evaluation is done using key metrics: Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE), and Mean Absolute Deviation (MAD). These metrics were chosen to provide a comprehensive picture of the accuracy and precision of the model's predictions. The evaluation is performed on both the training and test sets to assess the model's ability to generalize the predicted results.

# RESULTS AND DISCUSSION

LSTM modelling is applied using one and two hidden layers. The analysis shows that for the LSTM model with one hidden layer, the best optimization method for prediction is Adam, with a learning rate parameter of 0.01, number of epochs of 200, and batch size of 32, as shown in FIGURE 1(a). The LSTM model with this configuration shows that the fluctuations in prediction results tend to follow the actual data pattern more every day than other estimation models. The models are reinforced by the smallest RMSE, MAPE, and MAD values of Adam's method compared to other optimization methods, which are 100.46, 1.48%, and 78.26, respectively, as shown in TABLE 2. In contrast, the SGD optimization method shows the worst performance, with RMSE, MAPE, and MAD values of 140.52, 2.12%, and 110.19, respectively, indicating that the fluctuations of the prediction results from this method are significantly different from the actual data, especially in patterns that have a drastic increase or decrease.

In the LSTM model with two hidden layers, the best optimization method is Adam, and the worst is SGD. The model with Adam's optimization uses a learning rate of 0.01, several epochs of 200, and a batch size of 64, while SGD uses a learning rate of 0.1, number of epochs of 150 and a batch size of 32. For the LSTM model with one hidden layer, SGD optimization uses a learning rate of 0.1, some epochs of 200, and a batch size 32. These results are reinforced by the RMSE, MAPE, and MAD values of Adam's method, which remain the smallest, indicating that adding hidden layers to LSTM with the right optimization method can improve the model's accuracy. In contrast, other optimization methods show a decrease in performance by adding hidden layers, as shown by the increase in error values in **TABLE 2.**

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |
|  |  |
| (c) | (d) |
|  |  |
| (e) | (f) |
|  |  |
| (g) | (h) |
|  |  |
| (i) | (j) |

**FIGURE 1.**Comparison of daily stock price predictions for BRI using LSTM: (a-e) show predictions with 1 hidden layer, while (f-j) illustrate predictions with 2 hidden layers, compared to the actual stock prices.

Furthermore, for models with two hidden layers, the Adam and Adamax optimization methods show that adding one hidden layer improves the performance of the LSTM model, or in other words, it can predict more accurately. The fluctuation graph of the prediction results in **FIGURE 1**(f) for Adam with hidden layers shows the accuracy, which is more accurate than **FIGURE 1**(a) for Adam with one hidden layer. The Adam optimization results are the same as the comparison of Adamax, with one hidden layer in **FIGURE 1**(d) and two hidden layers in **FIGURE 1**(i). However, the combination of parameters used to achieve the optimal condition differs, especially in the number of batches used. For other optimization methods, increasing the number of hidden layers decreases the performance of the LSTM model, where the fluctuations in prediction results in **FIGURE 1**(b), (c), and (e) are better than those in **FIGURE 1**(g), (h), and (j). Overall, the best LSTM model that can be used to predict BRI shares in the future is the LSTM model with the Adam optimization method, learning rate of 0.01, number of epochs of 200, and batch size of 64. In addition to choosing the right optimization method, the suitability of other parameter combinations also needs to be considered, and it is necessary to increase the range of values for each parameter to achieve optimal results.

**TABLE 2.** Evaluation of LSTM models based on MSE, MAPE, and MAD for different configurations of hidden layers: 1 hidden layer and 2 hidden layers

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Number of Hidden Layer** | **Optimizer Algorithm** | **Evaluation Criteria** | | |
| **RMSE** | **MAPE** | **MAD** |
| 1 | Adam | 100.46 | 1.48 | 78.26 |
| SGD | 140.52 | 2.12 | 110.19 |
| Adagrad | 123.17 | 1.87 | 98.87 |
| Adamax | 112.93 | 1.69 | 90.43 |
| RMSprop | 104.06 | 1.54 | 81.68 |
| 2 | Adam | 95.82 | 1.42 | 74.22 |
| SGD | 175.96 | 2.68 | 140.55 |
| Adagrad | 164.01 | 2.51 | 131.60 |
| Adamax | 99.12 | 1.50 | 78.19 |
| RMSprop | 119.64 | 1.79 | 94.51 |

Besides LSTM, another method used to predict time series is Random Forest. Modelling results using Random Forest show that the resulting predictions are less accurate than LSTM. The Random Forest model can only capture data patterns that experience a sharp increase that exceeds the initial prediction value of around 5500. This pattern is consistently seen in all simulations of the depth parameter used. The fluctuation of the prediction results can be seen in **FIGURE 2**(a-d), which shows that the Random Forest model is less able to follow the actual data fluctuation pattern well. Based on **TABLE 3**, it can be seen that the best Random Forest model is the model with a depth of 15, with RMSE, MAPE, and MAD values of 227.22, 2.84, and 157.90, respectively. However, it performed no better than the best LSTM model and even worse than the worst LSTM model. The results indicate the limitations of Random Forest in modelling more complex and diverse stock price fluctuations, especially in the case of time series data that requires more dynamic and adaptive pattern detection capabilities such as those possessed by the LSTM model.

For the hybrid model, the analysis results in **TABLE 4** show that the Hybrid RF-LSTM model has RMSE, MAPE, and MAD values of 518.89, 7.12, and 402.92, respectively, indicating that the resulting predictions are less accurate than the individual LSTM or Random Forest models. In contrast, the Hybrid LSTM-RF model has RMSE, MAPE, and MAD values of 218.39, 2.54, and 143.25, indicating better performance than the Random Forest model, but still not as good as the LSTM model. **FIGURE 2**(e-f) also shows that the Hybrid LSTM-RF model is better than the Hybrid RF-LSTM model, where the stock fluctuation of the LSTM-RF model is closer to the actual but not better than the LSTM model. From these results, LSTM has a more significant influence in improving the accuracy of the hybrid model. Hybrid LSTM-RF models that use LSTM as the first stage show better performance because LSTM can more effectively capture complex and non-linear data patterns. In contrast, the Hybrid RF-LSTM model that uses Random Forest as the first stage does not make the same contribution, leading to poorer overall prediction performance. Thus, the order in which the models are used in the hybrid plays an important role, and LSTM is more effective as the first stage to improve prediction accuracy in time series data such as stock prices.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |
|  |  |
| (c) | (d) |
|  |  |
| (e) Hybrid RF-LSTM | (f) Hybrid LSTM-RF |

**FIGURE 2.** Comparison of daily stock price prediction for BRI using Random Forest versus actual stock price (a-d) and Hybrid model versus actual stock price (e-f)

**TABLE 3.** Evaluation metrics for Random Forest model with four different parameter depth scenarios, including MSE, MAPE, and MAD

|  |  |  |  |
| --- | --- | --- | --- |
| **Depth** | **Evaluation Criteria** | | |
| **RMSE** | **MAPE** | **MAD** |
| 3 | 284.42 | 3.73 | 207.93 |
| 5 | 230.97 | 2.93 | 162.41 |
| 10 | 227.85 | 2.86 | 158.82 |
| 15 | 227.22 | 2.84 | 157.90 |

Overall, hybrid models cannot always perform better time series prediction than non-hybrid models, especially LSTMs with two hidden layers, Adam optimization method, learning rate of 0.01, number of epochs of 200, and batch size of 64. Although the hybrid model tries to combine the strengths of two different models, the results show that, in this case, the LSTM with the right configuration still excels in capturing complex stock price fluctuation patterns. The results emphasize the importance of choosing the right optimization method, ensuring the suitability of other parameter combinations, and increasing the range of values for each parameter to achieve optimal results. The LSTM model with the right parameters proved more effective in predicting BRI stock data or stock data with similar patterns.

**TABLE 4.** Evaluation metrics for Hybrid models: RF-LSTM and LSTM-RF, including MSE, MAPE, and MAD

|  |  |  |  |
| --- | --- | --- | --- |
| **Model** | **Evaluation Criteria** | | |
| **RMSE** | **MAPE** | **MAD** |
| Hybrid RF-LSTM | 518.89 | 7.12 | 402.92 |
| Hybrid LSTM-RF | 218.39 | 2.54 | 143.25 |

# CONCLUSIONS

The analysis shows that the Long Short-Term Memory (LSTM) model with two hidden layers and Adam's optimization method, using a learning rate of 0.01, number of epochs of 200, and batch size of 64, is the best configuration for predicting BRI stock prices. This model outperformed the other methods with Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE), and Mean Absolute Deviation (MAD) values of 100.46, 1.48, and 78.26, respectively, indicating superior prediction accuracy. In contrast, the Random Forest model and RF-LSTM hybrid model showed inferior performance, with the Random Forest having RMSE, MAPE, and MAD values of 227.22, 2.84, and 157.90, and the RF-LSTM hybrid model with RMSE values of 518.89, MAPE 7.12, and MAD 402.92, indicating the inability of these models to capture stock price fluctuations accurately. Although hybrid models can combine the strengths of several methods, the LSTM model with properly optimized parameters proved to be more effective for time series prediction, especially for BRI stock prices or stock data with similar patterns. This finding emphasizes the importance of choosing the right optimization method and adjusting the optimal combination of parameters to achieve the best prediction accuracy. A properly tuned LSTM model remains the top choice in complex stock price prediction.
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