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Abstract. The Verhulst growth model, a widely used mathematical model for describing population dynamics and constrained growth processes, often requires efficient numerical methods for its analysis and approximation. This study introduces an innovative approach to approximating the Verhulst growth model by integrating the Least Squares Method with Said-Ball curve representation. The Least Squares Method provides a robust framework for minimizing errors in approximating solutions to nonlinear problems, while the Said-Ball curve, a versatile mathematical representation, offers smoothness and flexibility in modeling complex functions. By combining these techniques, the proposed method achieved high accuracy in approximating the solution curve of the Verhulst model. The results demonstrated the suitability of the Said-Ball curve in capturing the nonlinear characteristics of the Verhulst model while maintaining computational simplicity. This integration offers a valuable tool for researchers and practitioners in fields such as biology, ecology, and economics, where growth models were essential for understanding and predicting dynamic systems.

INTRODUCTION

Back in the years of 1844-1845, Pierre-Francois Verhulst introduced the logistic equation in his significant work. The concept came about as Verhulst was figuring out how groups of living things sort of stop growing after reaching certain limits [1]. Meanwhile this logistic equation was described as a first-order ordinary differential equation [2].  Furthermore, the differential equation formalized the logistic equation [3], which is further supported by their findings. As a result, a population's expansion was constrained by a carrying capacity in the logistic model [3]. Thus, the speed at which things expand diminishes in a straight line as they get larger until reaching a standstill when maximum capacity was achieved in the growth model [3]. A wide array of fields like ecology, chemistry, population dynamics, mathematical psychology, political science, geoscience, statistics, economics, and sociology have found significant application for this equation since its inception [4–7]. For example, ecologists often apply this formula to forecast how living numbers will swell where breeding rates align with both accessible resources and present population levels [2]. 
This model was expressed mathematically in Equation (1) :

	

	 (1)




where P represents the population size, r is the constant that defines the growth rate, K is the carrying capacity, and t represents the time. Although this model has been applied in vast areas, some researchers have used their numerical method to solve the Verhulst growth model approximately for error comparison. For example, a new multistep block method was tested for accuracy on solving Verhulst growth model [8], while modified Heun's iterative method was compared with the Chebyshev Expansion Method (CEM) [9]. As one of its numerical examples, the three-stage Runge-Kutta approach solved this model [10]. Currently, the Verhulst growth model was solved by the two-step Adams-Bashforth and 4th order Runge-Kutta approach [11]. Thus, we used our new technique to solve the Verhulst growth model roughly after being inspired by their work for error accuracy in real application.
Basically, our method is incorporating Least Square Method (LSM) with Said Ball Curve (SBC). The idea of integration LSM for finding optimal control points was sparked by [12] in year 2004, then followed by [13] where both works analyzed the convergence of Bezier Control (BC) point with LSM for two-point BVPs. Furthermore, BC's basis function was adopted as a piecewise polynomial using LSM to determine the optimal BC points for solving dynamical systems [14].

The content of this paper is organized in such a way: the next section is a brief overview of the representations of Said Ball curves and their properties are given. Then followed by the section described algorithm development of Said Ball curves using LSM to solve ODEs approximately. After that, the results of the BC with LSM are compared to existing methods, i.e CEM and BC are presented. Finally, the draw of conclusions.

OVERVIEW OF THE SAID BALL CURVE REPRESENTATION WITH LEAST SQUARE METHOD

The degree m Said Ball curves are defined as follows ([15], [16], [17]): 
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where  are the  control points and, 

	
	

 (3)




when  is odd, 
and
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when m is even.      

Properties:
i.                                                                                                         (5)
ii. 

The properties in Equations (5) and Equation (6) showed the control point’s convex combination. Hence, the Said Ball curve’s control polygon lying in the convex hull [18].
The SBC is proposed as a technique based on its control point since the basis function of Said Ball curves has better computational capability than the basis function of BC. The residual error is measured by minimizing the residual function such as follows:
 	           (7)
where , and where L is a differential operator.
Minimization of the residual function is calculated by the summation of squares of the residual function control point, and it will become zero if the measured value of residual error is zero. This shows that the approximate solution is the same as the exact solution.
The strategies are involved as follows:
1) Exploring the best control points using LSM.
2) By reducing the residual function through LSM, computing the control points. 


General Algorithm Development

[bookmark: _Hlk181616532]In the beginning, we define the initial value problems in the form:
	                                                           
With initial condition:                                         

	 (8)



In this phase, the Verhulst Growth model is used as first order ordinary differential equation with y(0) =P0.

The framework of solving Verhulst Growth model under SBC with LSM approximately is as follows:



FIGURE 1.  Algorithm development framework

For approximate solution validation, the error method used is Absolute Error (AE) since the existing numerical result used AE, 
AE = 

NUMERICAL RESULT

The results obtained by SBC with LSM presented in Table 1 as well as comparing the exact solution and CEM.

TABLE 1.  Comparison of results by SBC with LSM with the exact solutions and existing

	x
	Exact Solution
	SBC Method with LSM
	Error SBC Method with LSM
	CEM

	0.1
	1.8262128682
	1.8262130973
	2.2901057362e-07
	-

	0.2
	1.6930941064
	1.6930938698
	2.3655632142e-07
	0.108e-3

	0.3
	1.5883330214
	1.5883334301
	4.0869500628e-07
	-

	0.4
	1.5041213444
	1.5041222841
	9.3963786796e-07
	0.222e-3

	0.5
	1.4352665984
	1.4352662648
	3.3363910257e-07
	-

	0.6
	1.3781808411
	1.3781799287
	9.1242303024e-07
	0.396e-3

	0.7
	1.3303049418
	1.3303051487
	2.0685360513e-07
	-

	0.8
	1.2897642077
	1.2897646643
	4.5656474823e-07
	0.476e-3

	0.9
	1.2551537080
	1.2551537071
	8.9606655429e-10
	-

	1.0
	1.2253996736
	1.2253997548
	8.1251305017e-08
	0.404e-2



SBC with LSM gave better results than CEM (Table 1).


[image: ]
FIGURE 2. Approximate solution by SBC with LSM and exact solution.
In spite the SBC with LSM result, we also test Verhulst Growth model to be solved by BC. The results obtained by BC method presented in Table 2 as well as comparing the exact solution and CEM.

[bookmark: _Toc142505210]TABLE 2 Comparison of results by Bézier curve method with the exact solutions and  CEM.

	[bookmark: _Hlk185158674]x
	Exact Solution
	Bézier curve Method
	Error Bézier curve Method
	[bookmark: _Hlk185165119]CEM

	0.1
	1.8262128682
	1.826346121
	1.3325270e-04
	-

	0.2
	1.6930941064
	1.692145658
	9.4844860e-04
	0.108e-3

	0.3
	1.5883330214
	1.58801563
	3.1739180e-04
	-

	0.4
	1.5041213444
	1.504489563
	3.6821830e-04
	0.222e-3

	0.5
	1.4352665984
	1.435445461
	1.7886260e-04
	-

	0.6
	1.3781808411
	1.378343739
	1.6289790e-04
	0.396e-3

	0.7
	1.3303049418
	1.330133718
	1.7122390e-04
	-

	0.8
	1.2897642077
	1.289104175
	6.6003280e-04
	0.476e-3

	0.9
	1.2551537080
	1.254913211
	2.4049730e-04
	-

	1.0
	1.2253996736
	1.224235729
	1.1639443e-03
	0.404e-2



The results documented in Table 2 showed that the BC method gave better results than the CEM. However, it is not really satisfying. As we can see from Fig. 2, there is a small gap between approximate solutions by BC and exact solution.
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[bookmark: _Toc142505393]FIGURE 3. Approximate solution by Bézier curve method and exact solution.


Thus, we did comparison SBC with LSM to BC solution. From Table 1 and Table 2, we listed back their error as can be seen in Table 3.

TABLE 3. Comparison of error results by SBC method with LSM to BC method.

	x
	Error Result of SBC Method with LSM
	Error Result of Bézier curve Method

	0.1
	2.2901057362e-07
	1.3325270e-04

	0.2
	2.3655632142e-07
	9.4844860e-04

	0.3
	4.0869500628e-07
	3.1739180e-04

	0.4
	9.3963786796e-07
	3.6821830e-04

	0.5
	3.3363910257e-07
	1.7886260e-04

	0.6
	9.1242303024e-07
	1.6289790e-04

	0.7
	2.0685360513e-07
	1.7122390e-04

	0.8
	4.5656474823e-07
	6.6003280e-04

	0.9
	8.9606655429e-10
	2.4049730e-04

	1.0
	8.1251305017e-08
	1.1639443e-03




Table 3 presented the error results of the SBC Method with LSM and the BC Method for various values of x ranging from 0.1 to 1.0. The SBC Method with LSM consistently exhibits significantly lower error values, with most errors in the range of  10−7  to 10−10. The BC Method has larger errors, typically in the range of 10−3  to 10−4., indicating less accuracy compared to the SBC method. The smallest error for the SBC method occurs at x = 0.9 (8.9607×10−10), which is orders of magnitude smaller than the corresponding BC (2.4049×10−4). The SBC Method with LSM outperforms the BC Method in terms of accuracy for all x-values tested, making it a more precise choice for the given application. The results emphasized the robustness and reliability of the SBC Method with LSM in minimizing errors. The limitation of our method was a degree rising strategy is not used, only at degree two. 



CONCLUSION

This study introduced a numerical method that integrated the LSM with SBC representation to approximate solutions to the Verhulst Growth Model. The proposed SBC with LSM method demonstrated better error accuracy compared to existing numerical approaches, including the BC Method and the CEM. It consistently produced errors significantly lower than BC and CEM. The integration of LSM with SBC offered an alternative tool for approximating solutions to first-order differential equations, making it highly relevant in diverse fields such as biology, ecology, and economics where the Verhulst Growth Model was widely applied. For future research, we will apply our method to approximate Gompertz Model. The Gompertz growth model, first introduced by Benjamin Gompertz in 1825, emerged as an influential alternative [19-20]. The Gompertz curve is characterized by its sigmoidal but asymmetric behaviors, making it more flexible in modelling real-world processes
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