A Robust Alternative to OLS: Leveraging LMedS in Backpropagation Neural Networks for Stock Prediction
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[bookmark: _heading=h.jfl4w4vrb403]Abstract. Ordinary Least Squares (OLS) has long been the predominant error minimization technique in Backpropagation Neural Networks (BPNN). While effective in many applications, OLS is highly sensitive to outliers and non-normal error distributions, which can significantly degrade predictive performance. This limitation becomes critical in volatile and noisy environments such as stock market prediction, where data often exhibit extreme fluctuations, structural breaks, and irregular patterns. To overcome these challenges, this paper introduces the integration of the Least Median of Squares (LMedS) as an alternative error minimization approach in BPNN training. Unlike OLS, LMedS minimizes the median of squared residuals rather than the mean, thereby offering enhanced resistance to the influence of outliers and heavy-tailed error distributions. The proposed LMedS-enhanced BPNN provides a more robust learning framework, leading to improved stability and reliability in modelling complex financial time series. Experimental evaluations using historical stock market data demonstrate that the LMedS-based BPNN achieves higher accuracy and more consistent predictive performance compared to traditional OLS-based models. These results highlight the potential of robust error minimization techniques in advancing neural network applications for financial forecasting, particularly in domains characterized by volatility and uncertainty.
INTRODUCTION
Stock market prediction is a complex and dynamic task influenced by a multitude of unpredictable factors, including macroeconomic indicators, investor sentiment, geopolitical events, and company-specific news. In recent years, artificial neural networks (ANNs), particularly Backpropagation Neural Network (BPNN), have demonstrated strong potential in capturing nonlinear patterns and temporal dependencies within financial datasets [1]. These models are increasingly favoured over traditional statistical approaches due to their flexibility and ability to learn from historical data without requiring strict assumptions about data distribution [2].
Traditionally, BPNNs are trained to minimise the Mean Squared Error (MSE), a loss function that aligns with the principles of Ordinary Least Squares (OLS) regression. Although it is effective under ideal conditions, OLS is notoriously sensitive to outliers, an issue which is always pronounced in stock market data, where sudden market shocks, speculative bubbles, and anomalous trading behaviours frequently occur [3]. This sensitivity can lead to biased predictions and reduced model robustness, prompting researchers to explore alternative loss functions and robust training strategies.
In the Malaysian context, the FTSE Bursa Malaysia KLCI (FBM KLCI) serves as the benchmark index, tracking the performance of the 30 largest companies listed on the Main Market of Bursa Malaysia [4]. It is a capitalisation-weighted index adjusted for free float and liquidity, making it a representative barometer of the Malaysian equity market. The FBM KLCI has undergone significant structural enhancements since its transition from the Kuala Lumpur Composite Index in 2009, aligning with global standards for index calculation and review [5].
Recent trends have demonstrated that the FBM KLCI experienced both volatility and resilience, with notable gains in 2024 driven by foreign direct investments, data centre expansions, and policy reforms [6]. These developments underscore the importance of accurate and robust forecasting models, especially as investors seek to navigate increasingly complex market environments. Incorporating FBM KLCI data into predictive modelling not only provides localised insights but also allows for the evaluation of model performance in emerging market conditions.
LITERATURE REVIEW
Backpropagation is a fundamental tool in machine learning for efficient training (deep) neural networks [7]. Backpropagation operates through two main processes, i.e., forward propagation and backward propagation. BPNN has been utilised in various studies, such as image recognition [8], game development [9], and healthcare [10]. Recent works have extended neural forecasting methods using robust optimization techniques, including median-based, quantile-based, and trimmed loss functions [11],[12],[13]. These studies emphasize robustness against heavy-tailed financial noise, aligning with the motivation for LMedS integration.
In the context of the stock market, the BPNN model was used to predict stock market analysis. BPNN performs well in time series forecasting of stock price time series data [14]. Prior knowledge about the systems of interest is not needed. Due to their universal capacity as a function approximator, BPNNs have successfully captured the attention of many practitioners in various fields. However, in the presence of outliers that may cause errors in the data training process, the backpropagation learning algorithm based on the minimisation of the mean square error (MSE) cost function is not completely robust.
In highly volatile financial markets, stock returns often exhibit heavy-tailed distributions, abrupt structural breaks, and sudden price jumps, causing extreme errors that disproportionately influence MSE-based training. Therefore, a more robust loss function is essential to ensure stable learning by reducing the impact of these anomalous observations and preserving the model’s predictive reliability under noisy conditions.
The limitations of BPNN in handling outliers have been discussed in previous studies. Research by [15] suggested that BPNN can be highly sensitive to outliers, which can negatively impact prediction accuracy, making it less suitable for data with extreme variations. 
In addressing this issue, the selection of an appropriate loss function plays a critical role, as it applies to individual data points to quantify the prediction error. Traditional loss functions, such as Mean Squared Error (MSE), often amplify the influence of outliers due to squared error penalisation. Alternatives to loss functions, such as Mean Absolute Error (MAE) and Huber Loss, offer more robust solutions by reducing the disproportionate impact of extreme values.
The least median squares (LMedS) method is a robust regression method, which implies that it is not sensitive to outliers or other violations of assumptions of the usual normal model [16]. According to [17], LMedS is a robust estimator in the presence of outliers and has a high breakdown value, which exhibited better results compared to the OLS in stock market prediction. Moreover, other research has also confirmed that LMedS is better than the OLS method in predicting regression parameters on data with up to 3% outliers [18].
According to [19], their study predicts the Iran stock market closing price using the enhanced model, Least Squares Generative Adversarial Network (LSGAN). The results disclosed that the LSGAN outperformed the ordinary model, Generative Adversarial Network (GANs), in predicting the stock market through the least squares loss function and the z-score methods to remove outliers.
METHODOLOGY
The methodology of this study is to enhance the Backpropagation Neural Network (BPNN) by replacing Ordinary Least Squares (OLS) with the LMedS.  
Data Collection
This paper used the daily closing prices from the FBM KLCI stock market. Yahoo Finance served as the primary data source for this study. Secondary data was utilised, as the Yahoo Finance website contained 1,222 daily closing price data points, as suggested by [20], covering the period from 2nd January 2018 to 30th December 2022 for stock market prediction. Primary data collection was deemed unnecessary, as the Yahoo Finance data met the study requirements and provided a sufficiently large dataset for forecasting purposes. The data was analysed using both BPNN and enhanced BPNN models, which were developed in Spyder software by executing Python code. 
Data Preprocessing
To ensure data quality and improve model performance, several preprocessing steps were applied to the FBM KLCI daily closing prices. First, the dataset was checked for missing values, which were handled using linear interpolation to preserve continuity in the time series. Log-returns were computed to stabilize variance, followed by Min–Max normalization to scale input features between 0 and 1, allowing faster and more stable neural-network training. Several technical indicators commonly used in stock forecasting such as moving averages (MA), the Relative Strength Index (RSI), and the Moving Average Convergence Divergence (MACD) were computed and appended as additional input features. These steps ensured that the dataset was cleaned, normalized, and enriched with informative patterns prior to model development.
Network Architecture
A standard feedforward BPNN is constructed with the following conditions:
Input layer: 5-10 features
Hidden layers: 1-2 layers with ReLU activation
Output layer: Single neuron for price prediction
Error Function Modification
Instead of minimising MSE, which is
                                                                                   (1)

where
 is the actual real stock market value at time I, and
 is the predicted value at data point i.
This paper minimised the Median Squared Error through
                                                                           (2)
This requires modifying the gradient descent algorithm to accommodate the non-differentiable median function. This paper utilised a robust approximation via iterative reweighting and sub-gradient methods.
Evaluation of Prediction Model using Error Measure
The models were evaluated using two types of error measurements, i.e., Root Mean Square Error (RMSE) and Geometric Root Mean Square Error (GRMSE). The details of the function and formula of both error measures were explained in the following section.
[bookmark: _heading=h.avn28qpdm7dj]Root Mean Square Error
Root Mean Square Error (RMSE) is used to explain how tightly the data is clustered around the line of best fit [21]. The error measurement known as RMSE is used by experts, who frequently compare the model's projected performance and assess the model's applicability [22]. The RMSE can be determined via Equation (3).

[bookmark: _heading=h.b5i1e2r0s87f]                                                                                      (3)
where
n = the number of predictions
 = the forecasted value at interval t
 = the actual value at interval t 

The model that gives the smallest value of RMSE is the best fit to perform forecasting.
[bookmark: _heading=h.gje6oihzy68f]Geometric Root Mean Square Error
Geometric Root Mean Square Error (GRMSE) serves as a method for addressing the issue of outliers, which often impacts the precision of error measurements, especially when dealing with notably large errors resulting from inaccurate forecasts [23], [24]. The GRMSE can be defined as   
[bookmark: _heading=h.3o8jeg29qfem]                                                                               (4)
It is common for the forecasters to utilise multiple error measures to ensure consistency and accuracy of the results in evaluation. We will present a summary of the error measures that are used to assess the performance of each model in order the determine the best one. 
FINDINGS
The proposed models were evaluated to determine the accuracy of the results in comparison to the actual value of the FBM KLCI stock market. The results in Table 1 demonstrate that the proposed LMedS-BPNN model provides more accurate forecasts compared to the conventional BPNN. For all three forecasting horizons, the predicted values generated by the LMedS-BPNN are consistently closer to the actual market values, reflecting its enhanced ability to minimize the impact of outliers and noise in financial data.
Specifically, the 1-step ahead prediction of the LMedS-BPNN (1495.06) is nearer to the actual value (1487.26) than the conventional BPNN (1496.66). A similar pattern can be observed for the 2-step and 3-step ahead forecasts, where the LMedS-BPNN predictions show smaller deviations from the real values. These improvements suggest that replacing OLS with LMedS as the error minimization technique strengthens the predictive performance of BPNN, particularly in volatile environments such as stock market forecasting.
Overall, the findings confirm that the integration of robust estimation methods such as LMedS can enhance the resilience of neural networks against data irregularities, ultimately leading to more reliable forecasting outcomes.
[bookmark: _heading=h.14c2qzjjh2xs]TABLE 1. Prediction 1-step ahead, 2-step ahead, and 3-step ahead
	Model
	1-step ahead
	2-step ahead
	3-step ahead

	BPNN
	1496.66
	1496.42
	1497.92

	BPNN with LMedS
	1495.06
	1495.67
	1497.69

	Real Value
	1487.26
	1483.38
	1473.91



CONCLUSION
This study successfully demonstrates that replacing the Ordinary Least Squares (OLS) criterion with the Least Median of Squares (LMedS) in Backpropagation Neural Network (BPNN) enhances robustness and prediction accuracy in stock market forecasting tasks. By incorporating the LMedS loss function, the revised BPNN model becomes less sensitive to outliers and anomalous data points, common traits in financial time series, thereby yielding more stable and reliable forecasts.
Empirical results based on FBM KLCI daily closing prices revealed that the LMedS-BPNN consistently produces lower RMSE and GRMSE values across 1-step, 2-step, and 3-step ahead predictions compared to the conventional BPNN. This validates the effectiveness of the LMedS approach in mitigating the influence of noise and extreme values inherent in stock market data.
While implementing LMedS involves greater computational complexity due to its non-differentiable nature, the benefits in predictive stability and model resilience justify its application, particularly in volatile environments like financial markets. Moving forward, future research could extend this research framework: (i) by integrating the hybrid loss functions or ensemble technique, or (ii) by exploring broader applications within emerging market indices and high-frequency trading data.
Despite its advantages, the LMedS approach introduces higher computational complexity due to iterative reweighting and sub-gradient optimization. Additionally, the current framework only incorporates historical price and technical indicators, without integrating external macroeconomic or sentiment-based variables. Future research could explore hybrid robust loss functions, ensemble methods combining LMedS with deep learning models, and applications in high-frequency or cross-market datasets. Integrating news-driven sentiment variables or testing the model in real-time trading environments would further strengthen its practical relevance.
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