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Abstract. Forecast models have played a major role in many statistical applications for more than a century. When the error term follows a normal distribution, these models can yield highly accurate prediction results. The appropriate methodological framework for analyzing time series data provides the theoretical basis for applying such models. This study, therefore, seeks to identify an appropriate statistical model that can better predict Libya’s imports by evaluating several approaches, including the Autoregressive Distributed Lag (ARDL), the Autoregressive Integrated Moving Average (ARIMA), and composite (a combined regression–ARIMA) model proposed in this research. The proposed model integrates insights from both regression and ARIMA approaches, thereby facilitating the development of a more effective statistical framework for forecasting the volume of Libya’s imports and enhancing existing prediction methods. The prediction performance is assessed using the Mean Absolute Percentage Error (MAPE), Mean Absolute Error (MAE), and Root Mean Square Error (RMSE). The results show that the combined model outperforms all other models in terms of accuracy. Its primary strengths lie in its predictive power and its ability to address regression model issues such as residual autocorrelation, by providing structural and time series explanations for those parts of the variance. Model parameters and predictions were estimated using 54 observations. Future research may expand on these findings by exploring other approaches, such as combined models that account for autocorrelation or heterogeneity problems, or by applying larger datasets on Libya’s imports and comparing the results with those of the present study
INTRODUCTION
        Previous studies have confirmed the existence of a relationship between imports and economic growth, as imports significantly facilitate a country's economic development [1].  Numerous studies, including [2], and [3], have addressed the behavior of the import function. These studies estimated the import demand function using the Ordinary least Squares (OLS) method, where import volume was treated as the dependent variable, and real income level and relative prices were used as explanatory variables. A study by [4] constructed a composite model by combining the regression equation with the Autoregressive Integrated Moving Average (ARIMA) model and concluded that this composite model helps eliminate the problem of autocorrelation in the residuals. These studies were conducted under the assumption of stationarity, before Error Correction Model (ECM) became a commonly used technique for time series analysis. Instead, (OLS) models were applied, assuming a basic equilibrium relationship between import volume and explanatory variables. According to [5], if the data are non-stationary, spurious regression may occur, making the usual statistical inferences from the least squares method generally unreliable. In [6], an error correction model was used to address the spurious regression problem. The time series of the variables were found to be non-stationary at their levels, contain a unit root, and are integrated to the first degree, as confirmed by the augmented Dickey-Fuller (ADF) test, which was statistically significant at the 0.01 level. In addition, [7] aimed to identify the most important factors influencing the terms of trade during the study period (1980-2019), using the autoregressive distributed lag (ARDL) methodology and testing the limits of cointegration. The study showed that these series are first-order integrated, and that the appropriate estimation model is the error correction model. Similarly, [8] investigated the relationship between imports, exports, and Gross Domestic Product (GDP) in Malaysia, using 44 observations. The empirical analysis applied the Vector Autoregressive (VAR) algorithm, Granger causality tests, and Johansen's method, revealing the non-integration of the variables and the existence of a causal relationship between them. Studies [4,9,10] also used a composite model to forecast future import volumes. They concluded that the composite model, which combines the regression equation and the ARIMA model, yields more accurate results than using either model alone. Furthermore, the studies confirmed that this model helps eliminate autocorrelation and resolves the problem of heteroscedasticity in the residuals. Although numerous studies have developed models for accurate import forecasting, several challenges remain. These include the stability of time series data and the relationship between imports and their determinants in the short and long term. Selecting a suitable methodological framework for analyzing time series data, and identifying a statistical model capable of enhancing the accuracy of Malaysian import forecasting while improving existing forecasting methods. Moreover, the absence of an appropriate statistical model capable of effectively predicting import values ​​may negatively impact countries' future financial and economic policies. In this context, [11] and [12] recommended that future research focus on developing effective statistical methods for import forecasting to better assess countries' economic performance. Therefore, this study aims to re-examine Libya's imports by developing a combined model approach that combines the regression equation, represented by the error correction model, and the ARIMA model. This approach aims to increase the accuracy of import forecasting and improve existing forecasting methods.
MATERIALS AND METHODS 
          This study presents an important and successful strategic case in developing statistical methods and compares it with other approaches. The study is conducted using import data from Libya. All study variables were analyzed based on time series characteristics, employing annual data for Libyan imports (in Libyan dinars), Libyan exports (in Libyan dinars), and GDP for the period 1970–2023, yielding a total of 54 observations. The data source is the Statistics Department of the Central Bank of Libya. All study variables were analyzed based on time series characteristics, using annual data on Libyan imports (in Libyan dinars), Libyan exports (in Libyan dinars), and GDP for the period 1970–2023, yielding 54 observations. 
[bookmark: _Hlk156420079]Evaluation of the forecasting performance indices. A very common accuracy measurement functions are used to assess the performance of each model as following [9].   
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[bookmark: _Hlk156420748][bookmark: _Hlk156420636][bookmark: _Hlk152147113]Stationary test: In time series modeling using exponential smoothing, ARIMA, and the Autoregressive Distributed Lag (ARDL) models, stationarity is a necessity. In most empirical studies, particularly in previous research, regression model coefficients are estimated using OLS. For OLS estimates to be valid, the underlying stochastic process must be stationary; otherwise, the estimates may become unreliable. Granger [13] refers to these misleading estimates as "spurious regression" results, which typically exhibit inflated t-ratios and high R2 values ​​without meaningful economic interpretation. In this study, the stationarity of the series was examined using unit root tests, namely (PP) and (ADF) tests, to account for potential structural effects such as autocorrelation. In addition, the Partial Autocorrelation Function (PACF) and the Autocorrelation Function (ACF) were used to assess the stationarity of the data. For non-stationary series, the PACF and ACF typically exhibit a pattern of gradually declining autocorrelations. 
[bookmark: _Hlk152147230]Composite Model (CM): The composite model, which combines regression and ARIMA, has proven its usefulness in various fields, such as business and economic forecasting. This approach is supported by extensive documentation. This approach is supported by extensive documentation [4] and is known for its computational efficiency. The model can be expressed as follows:
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whereare the independent variables is the dependent variable. parameters,andare the AR and MA parameters, respectively. are the regression, and is the residuals. The composite model can be used to eliminate the problem of autocorrelation in the residuals. In this study, the Composite Model is integrated into the composite model to further enhance its performance. 
ARDL model: The ARDL method is one of the most effective modern techniques for studying co-integration, and was originally introduced by 14. This method combines autoregressive models for the dependent variable and distributed lag models for the independent variable into a unified framework. According to this approach, the time series of the dependent variable is expressed as a function of its past values, as well as the current and lagged values ​​of the independent variables. It also includes the initial variances of both the dependent and independent variables across multiple lags.
 Steps for applying the (ARDL):
The First step:  Co-integration is examined within the unconstrained regression framework of ECM, which takes the following form, assuming a relationship between the independent and dependent variables:
	
	 
	(5)


Where  represent long-term coefficients, and , represent short-term coefficients of the ARDL model. denotes a serially uncorrelated disturbance with a zero mean and constant variance whilst  denotes the first difference operator.  is the random error term.
The Second Step: Check the long-run relationship between the variables, using the bounds test developed by [14], which is based on the F-test. The null hypothesis assumes no co-integration, while the alternative hypothesis assumes the presence of cointegration. Rejecting the null hypothesis relies on comparing the calculated F-statistic to the critical bounds. If the calculated F value exceeds the upper critical bound, the null hypothesis is rejected, confirming cointegration. After co-integration is established, the next step involves estimating the long-run equation, which is represented as follows:
	
	 ,
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Where  and  represent the coefficients of the variables,  and  indicate the lag times of those variables, and  represents the random error term.
The Third Step:  Finally, the following unrestricted (ECM) is constructed:
	
	,
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Where  is the error correction term.  is the error correction coefficient that measures the speed of adjustment with toward the disequilibrium after a short-term disequilibrium. The  is expected to be negative and statistically significant, confirming that short-run dynamics converge toward the long-run equilibrium

RESULTS AND DISCUSSION

[bookmark: _Hlk156424255][bookmark: _Hlk152148092]Stationarity Tests: The unit root tests (ADF and PP) were applied to the study variables, as shown in Tables 1 and 2.
TABLE 1.  Results of the (ADF) test for the study variable..
	 Trend and Constant
	 Trend and Constant
	 Trend and Constant

	
	Level
	1st Difference
	
	Level
	1st Difference
	
	Level
	1st Difference

	*
	-2.636
	-12.286
	*
	-2.465
	-9.741
	*
	-2.851
	-9.495

	**
	-3.497
	-3.498
	**
	-4.498
	-3.498
	**
	-3.496
	-3.498

	***
	Non-significant
	significant
	***
	Non-significant
	Significant
	***
	Non-significant
	Significant



TABLE 2.  Results of the (PP) test for the study variable..
	 Trend and Constant
	 Trend and Constant
	 Trend and Constant

	
	Level
	1st Difference
	
	Level
	1st Difference
	
	Level
	1st Difference

	*
	-2.636
	-12.613
	*
	-3.465
	-9.911
	*
	-2.851
	-9.495

	**
	-3.497
	-3.499
	**
	-4.496
	-3.498
	**
	-3.496
	-3.498

	***
	Non-significant
	Significant
	***
	Non-significant
	Significant
	***
	Non-significant
	Significant







The ADF and PP tests for stationarity indicate that all three logarithmic variables are non-stationary at their level values. However, the level series of imports, GDP, and exports becomes stationary after taking the first difference.
Lag Order Selection: This stage involves selecting the optimal lag length for the first differences of the variables in the VAR model. The appropriate lag periods are determined using statistical methods such as the likelihood ratio (LR) test, final prediction error (FPE), Akaike information criterion (AIC), and Hannan–Quinn information criterion (HQ).
[bookmark: _Hlk156425262][bookmark: _Hlk152148272]TABLE 3. Optimal lag length for the study variables
	Lag
	
	AIC
	FPE
	LR

	0
	4.838
	4.827
	7.311
	NA

	1
	4.191
	4.169
	3.788*
	61.143

	2
	4.082*
	4.049*
	3.359
	12.618*

	3
	4.115
	4.071
	3.432
	0.0288


[bookmark: _Hlk156425885]The results of the AIC, LR, and HQ tests shown in Table 3 indicate that the optimal lag length for the model is 2. 
[bookmark: _Hlk152148466] (ARDL) Bound Testing Approach: Table 4 shows the results of comparing the calculated F-value for the coefficients of the independent variables slowed down for one period by the Bound test approach and the F-test statistic, which have a non-standard distribution. 
TABLE 4. Results of the co-integration test for the study variables for the period 1970–2023.
	
	1%
	5%
	10%
	

	16.43
	I(1)
	I(0)
	I(1)
	I(0)
	I(1)
	I(0)
	Sample size

	
	5.725
	4.800
	4.203
	3.368
	3.540
	2.788
	45

	
	5.758
	4.695
	4.178
	3.368
	3.513
	2.788
	50

	
	5.000
	4.130
	3.870
	3.100
	3.350
	2.630
	Asymptotic


Source: Critical values for the bounds test; restricted intercept and no trend. 

[bookmark: _Hlk156426179]Table 4 shows the F-test results along with the corresponding critical values. The calculated F-value was 16.43 with lag (2) in the model, which exceeds the upper bound critical values ​​at all significance levels. This result confirms the cointegration of the variables. Moreover, another study conducted on [15] showed a long-term relationship between imports and their determinants.
Unrestricted Error Correction model (UECM): The error correction methodology is used to estimate the short-term relationship, in which the error correction term and the one-year lag are included as explanatory variables. This measures the short-term imbalance that is corrected to restore long-term equilibrium. Table 5 shows the results of the re-estimation of the long-term equilibrium relationship."
TABLE 5. UECM model outcomes in the short term.
	P-value
	T-statistic
	St. Error
	Coefficient
	Variable

	0.000
	-5.3354
	0.1072
	-0.5721
	

	0.005
	2.9180
	0.2501
	0.7299
	

	0.000
	-8.4208
	0.1138
	-0.9589
	ECM (-1)

	D.W = 1.33
	  Statistical analysis 
	Values
	Statistical analysis

	0.82
	Adjusted-R2
	0.82
	R2  
	4.450
0.108
	Jarque-Bera
P-value
	0.0703
0.0399
	ARCH test
P-value


	[bookmark: _Hlk152148741]
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[bookmark: _Hlk152149420]From the table above, it is noted that the error correction coefficient has a negative sign (-0.9589), which is statistically significant at a level less than 0.01. This coefficient means that if a short-term deviation from the long-term equilibrium relationship occurs, approximately 95.89% of this imbalance will be corrected within one year. This result is consistent with the findings of [16], who applied the same approach to Malaysian imports. Similarly, [17] used the UECM model to study the relationship between imports and their determinants, concluding that exports did not significantly affect Turkey's imports in the short run. These results are consistent with theoretical expectations and empirical evidence.
Diagnostic Tests: Table (3-12) shows that the Durbin-Watson (DW) test value indicates the presence of serial autocorrelation in the residuals of the regression equation. However, the Jarque-Bera test confirms that the residuals are free of the non-normal distribution problem. The results of the ARCH test also show that the model is free of heteroscedasticity, which confirms the stability of the variance of the random error term in the estimated model.
Composite Model: The composite model, which combines regression and ARIMA, has proven its usefulness in various fields, such as business and economic forecasting. This approach is supported by extensive documentation. The model is expressed as follows:
	
	
	(9)


An ARIMA model is then constructed for the random error term in the UECM by performing time series analysis.  The residuals in this model, such as , are analyzed using the ARIMA framework. The ARIMA model for the residual series is then combined with the UECM to develop a composite forecasting model (UECM-ARIMA) for Libya's imports. The results of this model are presented in Table 6.
TABLE 6. Outcomes of the composite model.
	P-value
	T.statistics
	Std.Error
	Coefficient
	Variable

	0.000
	-5.3354
	0.1072
	-0.5721
	

	0.005
	2.9180
	0.2501
	0.7299
	

	0.000
	-8.4208
	0.1138
	-0.9589
	ECM (-1)

	0.000
	10.056
	0.085
	0.851
	MA(1)

	2.223
	D.W
	0.96
	Adjusted-R2
	Value
	Statistical analysis

	355 (0.000)
	F-statistic
	0.97
	Predicted-R2
	0.97
	R2


	[bookmark: _Hlk152151525]
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We substitute the ARIMA (0,1,1) model to account for the implicit error in the original regression model equation. As presented in Table 6, the composite model combines both the regression model and the time series model. The independent variables , and dependent variable, are correlated, while the error term is estimated—partially explained by the time series model. Table 6 indicates that the explanatory variables, along with the AR and MA coefficients, account for approximately 97% of the error term.
[bookmark: _Hlk147282290]Diagnostic Tests: The composite model is further evaluated through diagnostic tests, including heteroscedasticity, normality, serial correlation, and predictive ability.
TABLE 7. The results of verifying assumptions related to random error are presented below.
	Criterion
	Value
	Criterion
	Value
	Criterion
	Value
	Criterion
	Value

	D.W
	2.223
	J–B
	4.945
(0.084)
	Mean
	0.023
	Std.dev
	0.054


Table 7 indicates that the composite model successfully passed all diagnostic tests, with no evidence of autocorrelation at the 5% significance level. The model's mean error is 0.023 and its standard deviation is 0.054. Furthermore, based on the skewness and kurtosis statistics of the Jarque-Bera test, the residuals are normally distributed. To check the presence of heteroscedasticity, the coefficients of the residual ACF and PACF were calculated across several time lags
[image: ]
FIGURE 1. ACF and PACF of the error of Libya’s imports.
Figure 1 above shows that all ACF and PACF coefficients are within or nearly equal to zero, confirming the absence of serial correlation in the time series, as well as the homoscedasticity of the error variances."
Predictive Ability Assessment: A model is considered to have strong predictive ability when the difference between the coefficient of determination and the adjusted coefficient of determination falls within the range of 0 to 0.2. The results in Table 7 show a difference of 0.01, indicating a high level of consistency between the two measures, and thus the combined model demonstrates strong predictive performance. 
Comparison between the different models: Table 8 provides a comparative analysis of the composite model and the Unrestricted Error Correction Model (UECM), based on a set of random error measures.

TABLE 8. Comparison between the different modes
	Models
	Composite Model
	UECM Model

	MAE
	0.378
	0.412

	RMSE
	0.577
	0.595

	MAPE
	4.233
	4.643



The author critically evaluated and interpreted the results presented in Table 8 in light of the research problem. The selected model demonstrates strong performance, as demonstrated by its explanatory power and predictive accuracy.
The results in Table 8 show that the combined model yields values ​​of 0.378 for (MSE), 0.577 for (RMSE), and 4.233 for (MAPE) for the Libyan import chain. These results clearly demonstrate that all the obtained measures are lower than those obtained from alternative approaches. Consequently, the composite model outperforms both the regression equation and the independent time series model, as it accounts for variance across both structural and time series components. Figure 2 shows the PACF and ACF coefficients for the residuals. For a model to be considered adequate for prediction, the residuals must resemble white noise after estimation. In this case, the residual statistics are expected to be statistically insignificant upon examination.
[bookmark: _Hlk156595162]     
[image: ]
FIGURE 2. PACF and ACF of the error of Libya’s imports 

The results presented in Table 1 above indicate that the coefficients of PACF and ACF are statistically insignificant, confirming that the composite model is the most appropriate choice for forecasting Libyan imports. The model demonstrates strong performance, as demonstrated by its explanatory power and predictive accuracy. Accordingly, the results of the CO-UECM model show that the dependent variable (Libya's imports) is closely related to the independent variables (GDP and exports). Furthermore, the error term, which was partially captured by the time series component, was estimated, and approximately 0.79% of the error variance was explained by the explanatory variables in combination with the AR and MA parameters. These results are consistent with the works of [16, 18] and [19]. The combined model provides superior prediction accuracy compared to using the regression equation or the time series model alone, as it simultaneously includes both structural and temporal dimensions of variance. This result is also consistent with the findings of [9] and [20]  .


CONCLUSION

[bookmark: _Hlk146943895]This study proposed and evaluated methods for forecasting Libyan imports, focusing on the comparative performance of the composite model and the UECM. By applying these models to time series data on Libyan imports, the study contributes new empirical evidence to the literature, being the first to directly compare the composite model and UECM approaches in this context. The highlight the effectiveness of the composite model as an effective forecasting tool that improves forecasting accuracy and enhances forecasting practices in Libya. Based on these results, the composite model is recommended as a linear framework for forecasting Libyan imports. However, future research could expand this work by examining non-linear approaches, such as neural networks, which may yield a more comprehensive representation. Comparative evaluations of the composite model with these non-linear alternatives could provide deeper insights into improving predictive performance.
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