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Abstract. The accelerating integration of artificial intelligence technologies into critical energy infrastructure presents national legal systems with regulatory challenges requiring governance frameworks capable of addressing risks arising from autonomous decision-making while preserving opportunities for beneficial innovation. This study undertakes a comparative legal analysis of regulatory models governing AI applications in the energy sector across three major jurisdictions—the European Union, the United States, and the People's Republic of China—employing comparative legal, formal juridical, and systemic-structural methods to identify convergent principles and divergent approaches that may inform regulatory development in Commonwealth of Independent States countries. The analysis reveals four principal areas of international convergence: risk-based differentiation recognizing that AI applications in critical infrastructure warrant enhanced regulatory scrutiny; integration of AI governance with established cybersecurity frameworks; human oversight requirements for systems operating in safety-critical contexts; and incorporation of technical standards into regulatory architectures. Concurrently, significant divergences persist concerning the choice between comprehensive horizontal legislation and sector-specific approaches, the balance between mandatory requirements and voluntary mechanisms, and data governance regimes with varying emphases on localization and cross-border transfer restrictions. For CIS countries, the international experience supports adoption of risk-based classification frameworks, integration of AI governance with existing energy sector regulation, reference to international technical standards, and establishment of regulatory sandboxes for evidence-based policy development, while the common legal heritage and existing regional cooperation mechanisms create favorable conditions for coordinated approaches that may reduce regulatory development burdens and facilitate cross-border AI applications enhancing regional energy system efficiency.
INTRODUCTION
The accelerating deployment of artificial intelligence technologies across the energy sector presents national legal systems with regulatory challenges of unprecedented complexity and consequence. Machine learning algorithms increasingly permeate critical functions within electrical power systems—from demand forecasting and load optimization to predictive maintenance of grid infrastructure and real-time management of distributed energy resources—creating both substantial opportunities for enhanced system efficiency and significant risks arising from autonomous decision-making in sectors upon which modern economies fundamentally depend.
The urgency of systematic regulatory attention to this domain derives from several converging considerations. The energy sector constitutes critical infrastructure par excellence, the disruption of which carries potentially severe consequences for public safety, economic stability, and the provision of essential services to populations. Unlike conventional industrial equipment subject to established technical regulation regimes, artificial intelligence systems deployed in energy applications exhibit characteristics—including algorithmic opacity, emergent behaviors, and capacity for autonomous operation—that strain traditional regulatory paradigms premised on deterministic system behavior and comprehensive ex ante specification of operating parameters. Furthermore, the Commonwealth of Independent States find themselves at a formative stage in developing normative frameworks for artificial intelligence governance, rendering the systematic examination of international experience particularly salient for the elaboration of effective national approaches calibrated to specific institutional capacities and legal traditions.
The present study undertakes a comprehensive comparative legal analysis of regulatory models governing artificial intelligence applications in the energy sector across three major jurisdictions: the European Union, the United States of America, and the People’s Republic of China. These jurisdictions have been selected not merely for their economic significance and technological advancement, but because they represent fundamentally distinct approaches to AI governance—comprehensive horizontal legislation supplemented by sectoral provisions in the European case, sector-specific mandatory standards combined with voluntary frameworks in the American tradition, and strategic state planning coupled with targeted regulation of specific AI modalities in the Chinese model. The examination of these divergent yet increasingly mature regulatory architectures provides an empirical foundation for identifying both convergent principles that may reflect emerging international consensus and divergent elements that offer alternative policy pathways for jurisdictions developing their own frameworks.
The methodological foundation of this research rests upon three complementary analytical approaches. The comparative legal method enables systematic identification of commonalities and distinctions across national regulatory frameworks, revealing both universal challenges inherent to AI governance in critical infrastructure and jurisdiction-specific responses shaped by particular legal traditions and institutional structures. Formal juridical analysis facilitates rigorous examination of legislative instruments, regulatory provisions, and technical standards that collectively constitute the normative architecture governing AI deployment in energy systems. The systemic-structural method ensures comprehensive consideration of the relationships between general AI regulation and sector-specific energy law provisions, recognizing that effective governance emerges from the interaction of multiple regulatory layers rather than from isolated interventions.
The scholarly contribution of this study lies in the systematic organization of dispersed normative sources across three leading jurisdictions into a coherent analytical framework, the identification of convergent and divergent elements in international approaches to a regulatory domain that remains in active development, and the formulation of adapted recommendations for CIS legal systems that account for their shared legal heritage, institutional capabilities, and energy market characteristics. As CIS countries navigate the complex task of establishing governance frameworks for AI applications in their power systems, the international experience documented herein offers both cautionary lessons and promising models that may inform the development of regulatory approaches suited to the specific circumstances of post-Soviet legal systems while maintaining compatibility with emerging international standards and facilitating beneficial technology transfer and regional cooperation.
REGULATORY MODELS FOR ARTIFICIAL INTELLIGENCE IN THE ENERGY SECTOR: THE EUROPEAN UNION AND UNITED STATES EXPERIENCE
The governance of artificial intelligence in the energy sector has emerged as a critical concern for jurisdictions worldwide, driven by the recognition that AI applications in power systems simultaneously offer substantial benefits and pose significant risks to critical infrastructure. As AI technologies become increasingly integral to grid operations, renewable energy integration, and energy market optimization, regulatory frameworks must evolve to address the unique challenges posed by autonomous decision-making systems in safety-critical environments. This section examines the principal international approaches to AI regulation in the energy sector, with particular attention to frameworks that offer insights applicable to CIS countries developing their own regulatory responses.
The international regulatory landscape exhibits considerable diversity in approaches to governing AI in critical infrastructure. Some jurisdictions have adopted comprehensive, horizontal AI legislation that applies across sectors, while others rely primarily on sector-specific technical standards and guidelines. The European Union has pioneered the most ambitious comprehensive framework through the AI Act, whereas the United States continues to employ a decentralized approach combining voluntary frameworks with sector-specific mandatory requirements. China has pursued a distinctive path emphasizing both strategic promotion of AI deployment and targeted regulation of specific applications [1]. Understanding these varied approaches provides essential context for CIS countries navigating the complex task of developing appropriate regulatory frameworks for their own energy sectors.
The European Union has established the world’s first comprehensive legal framework for artificial intelligence through Regulation (EU) 2024/1689, commonly known as the AI Act. This landmark legislation entered into force on August 1, 2024, with full applicability scheduled for August 2, 2026, subject to certain transitional provisions [2]. The AI Act represents a fundamentally new approach to technology regulation, establishing harmonized rules for AI systems based on a risk-based classification methodology that differentiates regulatory requirements according to the potential impact of AI applications on safety and fundamental rights [3].
The risk-based approach categorizes AI systems into four tiers: unacceptable risk (prohibited), high-risk (subject to stringent requirements), limited risk (subject to transparency obligations), and minimal risk (largely unregulated). This tiered structure enables proportionate regulation that imposes substantial compliance burdens only where the potential for harm justifies such requirements [4]. The AI Act applies extraterritorially to providers and deployers outside the EU where the output produced by their AI systems is used within the Union [5], ensuring that foreign operators cannot circumvent regulatory requirements through jurisdictional arbitrage.
The AI Act’s implications for the energy sector derive primarily from its classification of AI systems used in critical infrastructure as high-risk. Annex III of the Regulation specifically identifies “AI systems intended to be used as safety components in the management and operation of critical digital infrastructure, road traffic, or in the supply of water, gas, heating or electricity” as high-risk applications [6]. This classification reflects the recognition that AI failures in energy systems could have severe consequences for public safety, economic stability, and essential services.
The designation of energy sector AI as high-risk encompasses a broad range of applications. AI systems controlling energy distribution networks, managing power flow optimization, conducting predictive maintenance of grid equipment, and operating automated protection systems all potentially fall within this classification [7]. Distributed Energy Resource Management Systems (DERMS) employing AI-driven algorithms to coordinate virtual power plants, microgrids, and smart grid operations are explicitly identified as requiring enhanced regulatory oversight [8]. Similarly, AI applications in energy trading and risk management that could impact market outcomes face strict governance requirements analogous to those in financial services.
Requirements for High-Risk AI Systems in Energy. Providers of high-risk AI systems in the energy sector must comply with comprehensive requirements spanning the entire AI lifecycle. These obligations include establishing robust risk management systems, ensuring high standards of data quality for training datasets, maintaining detailed technical documentation, implementing logging capabilities for traceability, providing clear instructions for deployers, enabling human oversight mechanisms, and ensuring appropriate levels of accuracy, robustness, and cybersecurity [9].
The conformity assessment requirements are particularly significant for energy sector applications. High-risk AI systems must undergo evaluation procedures before placement on the market or putting into service, with certain categories requiring third-party assessment by notified bodies. These procedures aim to verify that AI systems meet the essential requirements established by the Regulation and that providers have implemented appropriate quality management systems.
The human oversight requirements merit particular attention in the energy context. The AI Act mandates that high-risk systems be designed to enable effective oversight by natural persons during use, including the ability to understand system capabilities and limitations, monitor operations, interpret outputs, and intervene or interrupt system operation when necessary. For real-time grid operations where AI systems may make time-critical decisions, implementing meaningful human oversight while preserving the benefits of automated response presents significant technical and organizational challenges that energy sector regulators and operators must carefully navigate.
These challenges, however, do not arise in a regulatory vacuum. The AI Act operates within a broader EU framework for energy sector digitalization established primarily through the Clean Energy Package adopted in 2019. Directive (EU) 2019/944 on common rules for the internal market for electricity establishes foundational provisions for smart metering, data management, and consumer participation in electricity markets that create the technological substrate upon which AI applications operate [10]. In essence, the Clean Energy Package provides the digital infrastructure, while the AI Act governs how intelligent systems may be deployed within that infrastructure.
Central to this digital foundation is the deployment of smart metering systems. The Electricity Directive requires Member States to ensure that such systems assist active participation of customers in the electricity market, with at least 80 percent of final customers to be equipped with smart meters either within seven years of the date of the positive cost-benefit assessment or by 2024 for those Member States that had initiated systematic deployment before the Directive’s entry into force [11]. These meters must satisfy minimum functional and technical standards ensuring interoperability with consumer energy management systems and smart grids. Beyond their immediate consumer benefits, these requirements establish the data infrastructure essential for AI-based demand forecasting, load management, and grid optimization applications—creating the informational ecosystem that AI systems require to function effectively.
Equally important are the data governance provisions that accompany smart meter deployment. The Directive addresses data management and access rights critical for AI applications, requiring that consumers and authorized third parties be able to access consumption data through standardized communication interfaces. This accessibility enables the data flows necessary for AI-based energy services while simultaneously imposing cybersecurity and data protection requirements to ensure consumer privacy. The resulting framework seeks to balance data-driven innovation with individual rights protection—a tension that becomes increasingly complex as AI systems process ever-larger volumes of consumer energy data.
Recognizing that regulatory frameworks must evolve alongside technological capabilities, the AI Act also establishes provisions for regulatory sandboxes—controlled environments where AI systems can be developed, tested, and validated under regulatory supervision before broader deployment [12]. For the energy sector specifically, these sandboxes offer valuable opportunities to evaluate innovative AI applications in grid management, renewable integration, and demand response while identifying regulatory obstacles and developing appropriate compliance approaches. Member States are required to establish at least one AI regulatory sandbox at national level, operational by August 2, 2026, with structured frameworks for testing that include appropriate safeguards for participants and affected persons. For energy applications, such sandboxes may enable grid operators and technology providers to assess AI systems under realistic conditions while maintaining necessary safety protections for critical infrastructure operations.
The European approach, characterized by comprehensive horizontal legislation supplemented by sector-specific provisions, stands in marked contrast to the regulatory philosophy prevailing in the United States. The United States has not adopted comprehensive federal AI legislation comparable to the EU AI Act; instead, AI governance in the energy sector relies on a combination of sector-specific mandatory standards, voluntary frameworks, and executive actions. This decentralized approach reflects the American regulatory tradition of addressing specific risks through targeted interventions rather than comprehensive ex-ante regulation, resulting in a more fragmented but potentially more adaptable governance landscape.
The institutional architecture of American energy regulation reinforces this fragmentation. The Federal Energy Regulatory Commission (FERC) exercises primary jurisdiction over interstate electricity transmission and wholesale electricity markets, while state public utility commissions regulate retail electricity services and local distribution. This divided regulatory structure means that AI applications in power systems may be subject to varying requirements depending on their specific functions and the aspects of the electricity system they affect—a complexity that providers of AI solutions must carefully navigate.
Within this decentralized framework, the North American Electric Reliability Corporation (NERC) Critical Infrastructure Protection (CIP) standards constitute the primary mandatory cybersecurity framework applicable to AI systems in the bulk electric system. These standards, enforceable through FERC authority, establish baseline security requirements for critical cyber assets that support reliable operation of the North American power grid. The NERC CIP framework encompasses thirteen core standards as of 2024, covering identification and categorization of cyber assets, security management controls, personnel security, electronic security perimeters, physical security, systems security management, incident reporting and response, recovery planning, configuration management, information protection, communications between control centers, and supply chain risk management [13]. AI systems operating within bulk electric system environments must comply with applicable CIP requirements based on their impact classification.
The evolving threat landscape has prompted continuous refinement of these standards. Recent developments in NERC CIP have enhanced requirements for internal network security monitoring, with FERC Order No. 887 directing NERC to develop standards requiring internal network security monitoring capabilities for high and medium impact bulk electric system cyber systems [14]. The proposed CIP-015 standard on Internal Network Security Monitoring reflects the growing sophistication of cyber threats to grid infrastructure and the need for enhanced visibility into network activities, including those involving AI systems. Nevertheless, it bears noting that the CIP standards were not specifically designed for AI applications, creating potential gaps in addressing AI-specific risks such as adversarial attacks on machine learning models, data poisoning, or algorithmic bias. The framework’s requirements for configuration management, access controls, and security monitoring provide foundational protections applicable to AI-enabled systems, but the interplay between general cybersecurity requirements and AI-specific considerations represents an ongoing area of regulatory development.
Complementing these mandatory standards, the National Institute of Standards and Technology (NIST) AI Risk Management Framework (AI RMF), released in January 2023, provides voluntary guidance for managing risks associated with AI systems. While not legally binding, the AI RMF is increasingly recognized across public, private, and critical infrastructure sectors as a best-practice model for responsible AI risk management, with its principles referenced in government contracts, industry standards, and emerging state-level AI legislation. The framework establishes a flexible structure organized around four core functions: Govern, which addresses organizational context, culture, and accountability; Map, which focuses on identifying and assessing AI system characteristics and risks; Measure, which involves analyzing and tracking AI risks and impacts; and Manage, which encompasses prioritizing and implementing risk responses [15]. The framework emphasizes trustworthiness characteristics including interpretability, validity, reliability, safety, security, resilience, accountability, transparency, explainability, privacy, and fairness.
For energy sector applications specifically, the AI RMF provides structured approaches to identifying and managing risks associated with AI systems in critical infrastructure. The framework’s emphasis on context-specific risk assessment enables energy companies to tailor governance approaches to the particular requirements of grid operations, market participation, and customer service applications. While no formal mapping exists between the AI RMF and NERC CIP standards, the AI RMF’s design allows energy companies to integrate its risk management principles with existing CIP compliance frameworks, leveraging prior NIST-NERC collaboration on Cybersecurity Framework mappings as a methodological model [16]. Building upon these foundational frameworks, the Department of Homeland Security in November 2024 released the “Roles and Responsibilities Framework for Artificial Intelligence in Critical Infrastructure,” providing the first federal guidance specifically addressing AI governance in critical infrastructure sectors including energy. Developed in collaboration with industry leaders, the DHS Framework identifies specific stakeholders in the AI ecosystem—including AI developers, critical infrastructure owners and operators, and others—and assigns differentiated responsibilities to each category. AI developers are advised to test for biases, failure modes, and vulnerabilities, clearly identify AI-generated content, and support independent assessments for models presenting heightened risks to critical infrastructure [17]. Critical infrastructure owners and operators, meanwhile, are encouraged to implement strong cybersecurity practices for AI systems and provide meaningful transparency regarding AI use in services affecting the public. The Framework references the sixteen critical infrastructure sectors defined by the Cybersecurity and Infrastructure Security Agency (CISA), explicitly including the energy sector, and while voluntary, it provides actionable recommendations that energy companies can adopt to strengthen AI governance and prepare for potential future mandatory requirements.
The Department of Energy has similarly contributed to the emerging governance landscape through its Office of Cybersecurity, Energy Security, and Emergency Response (CESER), which has developed guidance aligning energy sector practices with the NIST Cybersecurity Framework, including considerations for emerging technologies [18]. The Energy Sector Cybersecurity Framework Implementation Guidance provides energy companies with practical approaches to establishing cybersecurity programs consistent with federal frameworks. Beyond guidance documents, DOE has supported research and development initiatives exploring AI applications in grid modernization, including programs addressing cybersecurity challenges associated with AI-enabled grid technologies. These initiatives recognize both the potential benefits of AI for grid resilience and efficiency and the security implications of introducing autonomous decision-making systems into critical infrastructure, reflecting a pragmatic approach that seeks to enable innovation while managing attendant risks.
PEOPLE’S REPUBLIC OF CHINA: STRATEGIC PROMOTION AND TARGETED REGULATION
China has pursued a distinctive approach to AI governance that combines ambitious strategic promotion with targeted regulation of specific applications and sectors. Since 2013, the country has implemented successive national policies to facilitate AI development, including the Internet Plus Plan of Action and Made in China 2025 strategy. More recent initiatives, such as the Development Plan on Smart Manufacturing and the Overall Layout Plan for the Construction of Digital China, have further accelerated this trajectory. These foundational initiatives supported rapid expansion of AI applications across manufacturing, finance, education, logistics, and energy sectors, creating an environment conducive to technological innovation while establishing the groundwork for subsequent regulatory intervention.
Building upon this policy foundation, the New Generation Artificial Intelligence Development Plan issued in 2017 elevated AI to a matter of national strategic priority, establishing comprehensive objectives for AI development and establishing comprehensive objectives for AI development that laid groundwork for subsequent sector-specific applications, including in the energy domain. This strategic framework positioned AI as central to economic modernization and technological competitiveness, with explicit attention to energy system optimization as a driver of both industrial efficiency and national security.
The strategic vision articulated in these earlier policies culminated in sector-specific implementation guidance when, in September 2025, the National Development and Reform Commission (NDRC) and National Energy Administration (NEA) jointly issued the “Implementation Opinions on Promoting High-Quality Development of ‘AI+’ Energy”. This document represents the most detailed national policy framework specifically addressing AI in energy systems among major jurisdictions, translating broad strategic objectives into concrete development priorities. The Implementation Opinions establish phased objectives reflecting China’s characteristic approach of setting measurable targets within defined timeframes: by 2027, the country aims to establish foundational innovation systems for AI-energy integration and launch demonstration projects across key scenarios; by 2030, the goal is global leadership in AI-energy integration, supported by advanced platforms and comprehensive policy frameworks [19]. These milestones position AI as a strategic enabler of national energy security, with applications spanning predictive maintenance, intelligent dispatching, and autonomous operations.
The scope of applications identified in the plan demonstrates the comprehensive nature of China’s approach. Specific domains include AI-enhanced grid security and renewable energy integration through improved forecasting and automated planning; AI applications in virtual power plants, electric vehicle-grid interaction, and carbon trading; intelligent operations and maintenance for hydropower, thermal power, and nuclear facilities; and autonomous mining and hazard detection in coal operations. This comprehensive coverage reflects China’s strategy of leveraging AI across the entire energy value chain while maintaining centralized coordination of development priorities—an approach that contrasts with the more decentralized, market-driven development characteristic of Western jurisdictions.
While these sector-specific policies provide direction for AI deployment in energy systems, China’s general AI regulatory framework establishes the broader governance context within which such applications operate [20]. The regulatory architecture has evolved through a series of technology-specific interventions addressing particular AI modalities and functionalities. The earliest of these targeted regulations, the Internet Information Service Algorithmic Recommendation Management Provisions, took effect in March 2022, followed by the Internet Information Service Deep Synthesis Management Provisions in January 2023. These measures address specific AI functionalities with emphasis on security, content control, and alignment with national values—regulatory priorities that differ markedly from the rights-based approach characteristic of EU regulation. The Interim Measures for the Management of Generative Artificial Intelligence Services, effective August 15, 2023, extended this approach to generative AI, establishing the first administrative regulation specifically governing such services [21]. While focused primarily on content generation rather than industrial applications, these measures illustrate China’s consistent methodology of targeted intervention addressing specific AI modalities as they emerge and mature.
Complementing this regulatory framework, the national standards system provides technical requirements that translate regulatory mandates into practical compliance guidance. The Technical Committee 260 (TC260) has released standards including Basic Security Requirements for Generative Artificial Intelligence Services, offering concrete specifications for AI system security. For energy sector AI applications, the combination of sector-specific policy direction from NDRC and NEA with general AI standards from TC260 creates a multi-layered governance structure that addresses both industrial development objectives and security concerns.
A particularly significant aspect of this governance architecture with direct implications for the energy sector concerns data localization and cross-border transfer restrictions. The Data Security Law and Cybersecurity Law establish the legal foundation for data governance, including stringent requirements for critical information infrastructure operators - a category that encompasses major energy facilities [22]. Under these frameworks, AI applications in energy systems must store data within China and face substantial restrictions on cross-border transfers. These requirements reflect broader data sovereignty concerns and have significant implications for international technology providers seeking to deploy AI solutions in Chinese energy markets, creating compliance challenges that favor domestic technology development and may limit foreign vendor participation in sensitive grid applications.
Beyond domestic regulation, China has increasingly engaged in international AI governance discussions, seeking to shape emerging global frameworks. The Global AI Governance Initiative announced in 2023 and the subsequent Action Plan for Global Artificial Intelligence Governance released in July 2025 propose international frameworks for AI cooperation. These initiatives emphasize infrastructure development, technology transfer to developing countries, and establishment of common standards—priorities that reflect China’s position as both a major AI developer and a proponent of alternative governance models to those advanced by Western nations. For the energy sector specifically, China’s international engagement includes proposals for unified computing power standards and standards for AI-related energy efficiency—matters of direct relevance to data center energy consumption and grid integration challenges facing all major economies. The proposed establishment of a global AI cooperation organization, potentially headquartered in Shanghai, would provide institutional mechanisms for coordinating AI governance across jurisdictions, including in critical infrastructure sectors. Whether such proposals gain international traction remains to be seen, but they signal China’s ambition to influence not only domestic but also global approaches to AI governance in energy and other strategic sectors.
COMPARATIVE ANALYSIS AND IMPLICATIONS FOR CIS COUNTRIES
The preceding examination of regulatory approaches across major jurisdictions reveals both convergent principles and significant divergences that merit systematic analysis. While the European Union, United States, and China have developed distinct governance architectures reflecting their respective legal traditions, institutional structures, and policy priorities, certain foundational elements demonstrate remarkable consistency across these disparate frameworks—suggesting the emergence of international consensus on core principles applicable to AI governance in critical infrastructure sectors.
Perhaps the most fundamental point of convergence concerns the principle of risk-based differentiation. All major frameworks recognize that AI applications deployed within critical infrastructure warrant enhanced regulatory scrutiny compared to applications presenting lower risk profiles. This principle manifests differently across jurisdictions: the EU AI Act explicitly classifies energy sector AI systems as high-risk applications subject to mandatory conformity assessment procedures; the NERC CIP framework employs impact-based categorization that scales cybersecurity requirements according to the potential consequences of system compromise; and China’s sector-specific policies direct heightened attention to energy applications through dedicated implementation guidance issued by specialized regulatory authorities. Despite these methodological variations, the underlying recognition that context-specific risk assessment should inform regulatory intensity represents a shared analytical foundation.
Closely related to this risk-based orientation is the consistent emphasis on cybersecurity integration across all examined frameworks [23]. The introduction of AI systems into energy infrastructure creates novel attack surfaces and vulnerabilities that existing cybersecurity frameworks were not designed to address, yet jurisdictions have generally chosen to extend and adapt established cybersecurity requirements rather than create entirely separate governance structures. The NERC CIP standards provide mandatory cybersecurity requirements that increasingly encompass AI-enabled systems; EU requirements for high-risk AI systems incorporate security considerations alongside safety and fundamental rights protections; and Chinese data security regulations establish stringent requirements for critical information infrastructure operators that directly affect AI deployment in energy systems. This integration reflects practical recognition that AI security cannot be meaningfully addressed in isolation from broader infrastructure cybersecurity.
A third convergent element concerns human oversight requirements for AI systems operating in safety-critical contexts [24]. International frameworks consistently emphasize that autonomous AI decisions affecting critical infrastructure should remain subject to human review and intervention capabilities, though the specific mechanisms prescribed for ensuring such oversight vary considerably [25]. This principle reflects both technical prudence—acknowledging current limitations in AI system reliability and explainability—and normative commitments to maintaining human accountability for consequential infrastructure decisions. The practical implementation of human oversight requirements presents ongoing challenges as AI systems assume increasingly autonomous operational roles, but the principle itself enjoys broad international endorsement.
The integration of technical standards into regulatory frameworks represents a fourth area of convergence with significant practical implications. Rather than specifying detailed technical requirements within legislation or regulations, jurisdictions increasingly reference or incorporate standards developed through specialized technical bodies. This approach enables detailed specification of implementation requirements while preserving flexibility to adapt to technological evolution through standards development processes that operate more dynamically than formal legislative procedures. The relationship between mandatory regulations and voluntary standards varies across jurisdictions, but the general tendency toward standards integration reflects recognition that effective AI governance requires technical specificity that regulatory instruments alone cannot efficiently provide.
Notwithstanding these convergent elements, significant divergences in international approaches warrant careful consideration by policymakers developing governance frameworks for new jurisdictions. The most fundamental divergence concerns the choice between comprehensive horizontal legislation and sector-specific regulatory approaches. The European Union has adopted comprehensive AI legislation applicable across all sectors, establishing uniform requirements that apply regardless of the specific domain of AI deployment while permitting sector-specific supplementation. The United States, by contrast, relies primarily on sector-specific mandatory requirements—such as the NERC CIP standards for bulk electric systems—supplemented by voluntary frameworks like the NIST AI RMF that provide guidance without imposing legal obligations. China combines elements of both approaches, with national strategic planning documents establishing overarching policy direction while targeted regulations address specific AI modalities such as algorithmic recommendation systems, deep synthesis technologies, and generative AI services. Each approach presents distinct advantages and limitations that reflect underlying differences in legal systems, institutional capacities, and policy philosophies.
The balance between mandatory requirements and voluntary mechanisms constitutes a related but distinct dimension of regulatory divergence. EU requirements for high-risk AI systems are mandatory, with substantial penalties for non-compliance that may reach significant percentages of global annual turnover. This approach prioritizes regulatory certainty and enforcement capability but may impose compliance burdens that affect innovation trajectories. U.S. frameworks like the NIST AI RMF remain formally voluntary, though their practical significance increases as they become referenced in government procurement requirements and private contractual arrangements. Chinese approaches employ both mandatory regulations—particularly for AI services with public opinion attributes or social mobilization capabilities—and non-binding standards that guide implementation without creating legal obligations. The appropriate balance between mandatory and voluntary mechanisms depends substantially on institutional enforcement capabilities, market structures, and policy objectives that vary across jurisdictions.
Data governance approaches associated with AI systems present perhaps the most pronounced divergence among major jurisdictions. China emphasizes data localization and sovereignty, requiring that data generated by critical information infrastructure operators be stored within national territory and subjecting cross-border transfers to security assessments and regulatory approval. These requirements have significant implications for international technology providers and reflect broader policy objectives concerning data sovereignty and national security. The European Union applies comprehensive data protection requirements through the General Data Protection Regulation alongside sector-specific provisions, creating an integrated framework that addresses both personal data and critical infrastructure data governance. United States approaches remain more fragmented, with data governance addressed through various sector-specific frameworks, state-level legislation, and voluntary industry practices rather than comprehensive federal legislation. These divergent approaches to data governance create compliance challenges for technology providers operating across multiple jurisdictions and influence the practical feasibility of international AI deployment in energy sectors.
The international experience documented in preceding sections offers several substantive lessons for CIS countries developing regulatory frameworks for AI applications in power supply systems. The principle of risk-based classification provides a pragmatic foundation that enables proportionate regulatory requirements without impeding beneficial innovation. CIS countries may productively consider frameworks that identify energy sector AI as warranting enhanced oversight—reflecting the critical infrastructure status of power systems—while preserving regulatory flexibility for lower-risk applications that do not directly affect grid stability or safety. Such approaches align with emerging international consensus while permitting adaptation to specific national circumstances and institutional capabilities.
Integration of AI governance with existing energy sector regulation and cybersecurity frameworks offers significant advantages over the creation of entirely separate regulatory structures. CIS countries possess established electricity sector regulatory frameworks and increasingly developed cybersecurity requirements that provide institutional foundations for AI governance [26]. Building on these existing structures promotes regulatory coherence, leverages accumulated institutional expertise, and reduces the risk of creating conflicting or duplicative requirements. The practical implementation of AI governance through existing regulatory channels may prove more effective than establishing new specialized agencies or frameworks that lack established relationships with regulated entities and operational experience in the energy sector [27].
International standards offer mechanisms for harmonization that can reduce compliance burdens for technology providers while ensuring adequate protections for critical infrastructure. CIS countries may reference international standards—including those developed through organizations such as ISO, IEC, and ITU—as technical foundations for national requirements while adapting governance approaches to reflect specific national circumstances, legal traditions, and policy priorities. This approach facilitates technology transfer and international cooperation while preserving regulatory sovereignty. The ongoing development of AI-specific international standards presents opportunities for CIS countries to participate in standards-setting processes and ensure that emerging international frameworks reflect their interests and circumstances.
Regional cooperation mechanisms within the CIS framework provide established channels for information sharing, capacity building, and regulatory harmonization that may be productively leveraged for AI governance in the energy sector. The common legal heritage of CIS countries, shared experience with energy sector regulation, and existing institutional mechanisms for cooperation create favorable conditions for coordinated approaches to AI governance. Such coordination can reduce duplication of regulatory development efforts, facilitate cross-border AI applications that enhance regional energy system efficiency, and strengthen collective capacity to address the governance challenges presented by rapidly evolving AI technologies [28].
Finally, regulatory sandboxes and pilot projects offer mechanisms for evidence-based policy development that may prove particularly valuable given the novelty of AI applications in energy systems and the limited empirical basis for regulatory design. CIS countries may establish controlled environments for testing innovative AI solutions that enable practical experience to inform regulatory development. Such approaches allow regulators to observe AI system performance under realistic conditions, identify unforeseen risks or benefits, and develop regulatory requirements grounded in empirical evidence rather than theoretical assumptions. The EU AI Act’s provisions for regulatory sandboxes and China’s emphasis on demonstration projects provide models that CIS countries may adapt to their specific circumstances while developing permanent regulatory frameworks suited to their energy sectors and institutional contexts.
CONCLUSIONS
The comparative legal analysis undertaken in this study reveals that the governance of artificial intelligence applications in the energy sector, while still in formative stages across all examined jurisdictions, has begun to coalesce around certain foundational principles even as significant divergences persist in regulatory methodology and institutional architecture. The European Union, United States, and People’s Republic of China have each developed distinctive approaches that reflect their respective legal traditions, institutional capacities, and policy priorities—yet the examination of these varied frameworks discloses convergent elements that may constitute an emerging international consensus on core principles applicable to AI governance in critical infrastructure sectors.
The analysis identifies four principal areas of convergence across the examined jurisdictions. First, the principle of risk-based differentiation enjoys universal recognition, with all major frameworks acknowledging that AI applications deployed within critical energy infrastructure warrant enhanced regulatory scrutiny commensurate with their potential consequences for public safety, economic stability, and essential services. Second, the integration of AI governance with established cybersecurity frameworks reflects practical recognition that the novel vulnerabilities introduced by intelligent systems cannot be meaningfully addressed in isolation from broader infrastructure protection requirements. Third, human oversight requirements for AI systems operating in safety-critical contexts receive consistent emphasis across jurisdictions, reflecting both technical prudence regarding current limitations in AI reliability and normative commitments to maintaining human accountability for consequential infrastructure decisions. Fourth, the incorporation of technical standards into regulatory architectures enables detailed specification of implementation requirements while preserving flexibility to accommodate technological evolution through standards development processes that operate more dynamically than formal legislative procedures.
Notwithstanding these convergent elements, the analysis documents significant divergences that present alternative pathways for jurisdictions developing their own regulatory frameworks. The choice between comprehensive horizontal legislation—as exemplified by the EU AI Act—and sector-specific regulatory approaches characteristic of the United States represents a fundamental architectural decision with substantial implications for regulatory coherence, compliance burdens, and adaptability to technological change. The balance between mandatory requirements and voluntary mechanisms varies considerably across jurisdictions, reflecting different assessments of institutional enforcement capabilities, market structures, and the appropriate relationship between regulatory prescription and industry self-governance. Data governance approaches present perhaps the most pronounced divergence, with Chinese data localization requirements, European comprehensive data protection frameworks, and fragmented American approaches creating distinct compliance landscapes for technology providers and influencing the practical feasibility of international AI deployment in energy sectors.
For the Commonwealth of Independent States, the international experience documented herein offers several substantive lessons that may inform the development of regulatory frameworks calibrated to the specific circumstances of post-Soviet legal systems. The principle of risk-based classification provides a pragmatic foundation that enables proportionate regulatory requirements without impeding beneficial innovation, and CIS countries may productively consider frameworks that identify energy sector AI as warranting enhanced oversight while preserving regulatory flexibility for lower-risk applications. Integration of AI governance with existing energy sector regulation and cybersecurity frameworks offers significant advantages over the creation of entirely separate regulatory structures, leveraging accumulated institutional expertise and established relationships with regulated entities. Reference to international standards can reduce compliance burdens while ensuring adequate protections, and participation in standards-setting processes presents opportunities for CIS countries to ensure that emerging international frameworks reflect their interests and circumstances.
The common legal heritage of CIS countries, shared experience with energy sector regulation, and existing institutional mechanisms for regional cooperation create favorable conditions for coordinated approaches to AI governance that may reduce duplication of regulatory development efforts, facilitate cross-border AI applications enhancing regional energy system efficiency, and strengthen collective capacity to address governance challenges presented by rapidly evolving technologies. Regulatory sandboxes and pilot projects offer mechanisms for evidence-based policy development particularly valuable given the novelty of AI applications in energy systems and the limited empirical foundation currently available for regulatory design.
The limitations of the present study suggest directions for future research. The analysis has necessarily focused on formal regulatory frameworks and policy documents, with limited attention to implementation experience and enforcement practices that remain nascent given the recent adoption of many examined provisions. As jurisdictions accumulate practical experience with AI governance in energy systems, empirical studies examining regulatory effectiveness, compliance costs, and innovation impacts will provide essential evidence for refining governance approaches. Additionally, the development of model legislative instruments specifically adapted to CIS legal traditions and institutional contexts would facilitate harmonized regional approaches while reducing the burden on individual jurisdictions to develop frameworks independently. Finally, the rapid evolution of AI technologies—including the emergence of increasingly autonomous systems and novel application domains—will require ongoing attention to ensure that regulatory frameworks remain adequate to address risks that may not be fully anticipated by current provisions.
The governance of artificial intelligence in critical energy infrastructure represents a regulatory challenge of considerable complexity, requiring careful calibration of protective requirements with innovation objectives, harmonization of general AI governance with sector-specific energy regulation, and coordination across jurisdictions operating within an increasingly interconnected global energy system. The international experience examined in this study demonstrates that while no single regulatory model offers a universally applicable template, the systematic analysis of diverse approaches provides valuable insights for jurisdictions navigating the complex task of developing governance frameworks suited to their particular circumstances. For CIS countries, the opportunity exists to draw upon this international experience while crafting regulatory responses that reflect their shared legal heritage, institutional capabilities, and energy sector characteristics—contributing to the emerging global dialogue on AI governance while ensuring that the benefits of intelligent systems in energy applications can be realized without compromising the safety, security, and reliability of critical infrastructure upon which their populations depend.
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