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Abstract. In this article information on the prospects for the development of wind power in Uzbekistan is given. The possibilities for the application of doubly fed induction generator in wind installations are stated. The use of new combined windings instead of standard windings in doubly fed induction generators used in wind turbines is described, and the possibilities of increasing the power factor and efficiency compared to the parameters of existing standard windings are analyzed.
INTRODUCTION
Electricity losses in distribution networks remain one of the key technical and economic challenges of modern power engineering. This issue is particularly acute in low-voltage 0.4 kV networks, where loss formation is governed by the combined influence of numerous factors, including load non-uniformity, characteristics of electricity consumption regimes, technical condition of equipment, and external operating conditions. The high variability of these factors results in pronounced nonlinearity of electricity loss time series, which significantly complicates reliable forecasting. Traditional forecasting approaches based on classical statistical models and regression analysis provide acceptable accuracy only under strict assumptions regarding data stationarity and the availability of sufficiently large datasets. However, under real operating conditions of distribution networks, the available data are typically represented by noisy time series of limited length containing missing values and anomalous observations. This substantially reduces the effectiveness of classical methods and restricts their practical applicability. In the context of power system digitalization and the widespread deployment of intelligent metering systems, increasing attention has been paid to artificial intelligence techniques capable of identifying hidden patterns in data and adapting to complex process structures. Of particular interest are hybrid neural network models that combine the strengths of different architectures and demonstrate higher forecasting accuracy compared to standalone approaches. For time-series forecasting of electricity losses, a promising direction involves the use of hybrid models that integrate multilayer perceptrons (MLP), which are effective in extracting static relationships, with recurrent neural networks of the LSTM type, capable of capturing temporal correlations and process dynamics. Such integration enables simultaneous consideration of instantaneous and accumulated effects inherent in the operating regimes of distribution networks. Therefore, the development and investigation of a hybrid MLP+LSTM neural network model for forecasting electricity losses in distribution networks represent a relevant scientific and practical task with significant importance for improving the efficiency of power distribution system management [1-2,15-16]. 

EXPERIMENTAL RESEARCH
The experimental study is based on a time series of daily electricity losses in 0.4 kV distribution networks. The dataset consists of 912 consecutive daily observations obtained from statistical records and operational data of the power supply system. A preliminary visual analysis of the time series is presented in Figure 1. As can be observed from the graph, the daily electricity losses exhibit pronounced nonlinear behavior, the presence of long-term trend components, and short-term fluctuations caused by changes in load regimes and operating conditions. Local irregular variations are also evident, indicating data noise and increasing the complexity of reliable forecasting using conventional methods. At the preprocessing stage, the data were normalized in order to bring the values to a comparable scale and improve the stability of neural network training. Subsequently, the dataset was divided into training, validation, and test subsets in the proportion of 67%, 10%, and 23%, respectively. This data partitioning ensured an objective evaluation of the model’s generalization ability and reduced the risk of overfitting. [7-12].
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FIGURE 1. Time series of daily electricity losses in the distribution network

To solve the forecasting problem, a hybrid neural network model MLP+LSTM was employed, combining the advantages of a multilayer perceptron and a long short-term memory network. Such an architecture enables the model to capture both static relationships and temporal dependencies inherent in the data [3-6,9-10]. 
At the first stage, the input vector 𝑥MLP is processed by the multilayer perceptron to extract informative features:
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where Wi denotes weight matrices, bi​ are bias vectors, and σ (⋅) is the activation function.
      In parallel, the temporal sequence xLSTM=(x1,x2,…,xT) is processed by the LSTM block designed to capture dynamic dependencies. The LSTM operation is described by the following equations:
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	The outputs of the MLP and LSTM networks are concatenated into a joint feature vector:
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	which is further processed by fully connected layers to obtain the final forecast:
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	where  represents the predicted value of daily electricity losses.
	The hybrid model was trained using the Adam optimizer with a learning rate of η=0.0005. The Mean Absolute Percentage Error (MAPE) was used as the loss function, allowing the forecasting accuracy to be evaluated in relative terms. To prevent overfitting, an early stopping mechanism was applied: the training process was terminated if no improvement in validation performance was observed for 20 consecutive epochs.
RESEARCH RESULTS
The results of the experimental study confirm the high effectiveness of the developed hybrid MLP+LSTM neural network model for forecasting daily electricity losses. The predictive performance of the model was evaluated using an independent test dataset in order to assess its generalization ability and robustness to noise and irregular fluctuations in the time series. Figure 2 presents a comparison between the actual and predicted values of daily electricity losses. Visual analysis of the curves demonstrates a close agreement between the corresponding trajectories, indicating that the model accurately reproduces both short-term fluctuations and long-term trends of the original time series.
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[bookmark: _Hlk217721505]FIGURE 2. Validation of the hybrid model performance at the training, validation, and testing stages; a) Actual vs Predicted – Training Data; b) Actual vs Predicted – Validation Data; c) ctual vs Predicted – Test Data

A quantitative assessment of forecasting accuracy showed that the Mean Absolute Percentage Error (MAPE) of the model on the test dataset equals 1.32%. This low error value confirms the high accuracy of the proposed hybrid model and its practical applicability for electricity loss forecasting in distribution networks. The absence of systematic bias accumulation and the local nature of deviations between actual and predicted values indicate the stability of the model and the lack of overfitting. This confirms the correctness of the selected architecture and the effectiveness of combining a multilayer perceptron with a Long Short-Term Memory neural network. Overall, the obtained results demonstrate that the hybrid MLP+LSTM model successfully captures both static relationships and temporal dependencies in the data, providing reliable and accurate forecasts under conditions of nonlinearity and limited observability. [1-6].
CONCLUSIONS
As demonstrated by the results of the conducted study, the application of a hybrid neural network model based on the integration of MLP and LSTM architectures makes it possible to significantly improve the accuracy of electricity loss forecasting in distribution networks. The proposed approach ensures reliable modeling of complex nonlinear processes and temporal dependencies that are inherent to real operating conditions of low-voltage power networks. 
The obtained results indicate that the developed MLP+LSTM hybrid model has the following advantages:
1. High forecasting accuracy, confirmed by a low Mean Absolute Percentage Error (MAPE) value of 1.32%, which indicates the adequacy and practical applicability of the proposed model.
2. Effective extraction of nonlinear patterns in the electricity loss time series due to the use of a multilayer perceptron for feature extraction.
3. Accurate consideration of temporal dependencies, including accumulated and long-term effects of previous operating regimes, provided by the LSTM architecture.
4. Stable generalization capability, confirmed by consistent forecasting performance at the training, validation, and testing stages without signs of overfitting.
5. Robust performance under data uncertainty, including noise, non-stationarity, and limited observation length, which are typical characteristics of measurement data in distribution networks.
Thus, the developed MLP+LSTM hybrid neural network model can be considered an effective tool for electricity loss forecasting. Its application contributes to improving monitoring efficiency and decision-making processes in distribution network management systems and creates prerequisites for the further development of intelligent power systems.
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