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Abstract. Electricity losses in distribution networks, particularly in 0.4 kV grids, are influenced by numerous nonlinear 

factors and require more advanced forecasting approaches. This study proposes a model based on the Group Method of 

Data Handling (GMDH), which provides automatic structure selection and robustness to noisy and limited data. The 

obtained results demonstrate a low prediction error, confirming the applicability of GMDH for forecasting electricity losses 

under conditions of limited observability. 

INTRODUCTION 

Electricity losses in distribution networks represent one of the most complex and impactful challenges in modern 

power systems. With increasing loads, expanding electrification, and the progressive aging of infrastructure, low-

voltage 0.4 kV networks have become the most vulnerable segment, where technical losses are influenced by a wide 

range of factors, including consumption patterns, weather conditions, load characteristics, and line conditions. The 

nonlinear and highly dynamic nature of these factors complicates the development of accurate forecasting models, 

which directly affects operational efficiency, maintenance planning, and cost reduction for power utilities[1].        

Traditional statistical forecasting methods provide acceptable accuracy only when strict assumptions regarding 

data structure and volume are satisfied. However, real operational data from distribution networks are typically 

represented by short, noisy, incomplete time series with multiple gaps, which significantly limits the effectiveness of 

classical models and leads to reduced forecasting accuracy. This highlights the need for intelligent analytical 

techniques capable of identifying hidden nonlinear dependencies and ensuring stable performance under limited 

observability [2]. 
One of the promising tools for addressing these challenges is the Group Method of Data Handling (GMDH), which 

is based on the principles of model self-organization. Unlike conventional regression approaches, GMDH generates 

multiple intermediate functional relations, automatically selects optimal models using internal and external criteria, 

and captures complex interactions among input variables. This structural adaptability enhances resistance to 

overfitting and makes the method particularly suitable for forecasting problems characterized by uncertainty and 

incomplete information [3-8]. 

EXPERIMENTAL RESEARCH 

The initial dataset consists of a time series of daily electricity losses in 0.4 kV distribution networks. The dataset 

covers an entire calendar year and reflects the typical dynamics of distribution grids, including alternating periods of 

high and low load, seasonal fluctuations, and variations associated with operating conditions of transformer 

substations and consumer behavior.[9].  
A preliminary visual analysis of the time series (Figure 1) revealed pronounced nonlinearity, isolated anomalous 

deviations, and extended trend components. These characteristics indicate a complex data structure and highlight the 

need for intelligent forecasting methods capable of capturing hidden dependencies, adapting to non-stationarity, and 

ensuring robust estimates under limited observability. 

mailto:hilolazahidjanovna1987@gmail.com


 
FIGURE 1. Original time series of daily electricity losses 

At the preprocessing stage, the data were normalized and split into training (80%) and test (20%) subsets. This 

approach ensures an objective assessment of the model’s predictive accuracy and helps avoid overfitting when 

constructing the multi-layer GMDH structure. 

The Group Method of Data Handling (GMDH) was applied to iteratively generate models of increasing 

complexity. At each layer, a set of polynomial partial descriptions was formed and subsequently filtered using internal 

quality criteria. At the next stage, the external criterion-the Mean Absolute Percentage Error (MAPE)-was employed 

to evaluate the predictive capability of the model. 

Figure 2 illustrates the dependence of the MAPE value on the model layer index. The minimum error was obtained 

at the fourth layer, indicating an optimal balance between the number of model parameters and its generalization 

ability. 

 
FIGURE 2. Determining the optimal layer of the multilayer GMDH model with minimal MAPE error 

Thus, the experimental investigation made it possible to determine the optimal structure of the multilayer GMDH 

model and identify the layer that provides the minimum forecasting error. The results obtained at the preliminary 

analysis stage demonstrate the model’s potential to effectively reproduce the nonlinear dynamics of the time series 

and operate reliably under conditions of limited observability[11-15]. 

RESEARCH RESULTS 

 After identifying the optimal GMDH model layer, the predictive performance of the model was evaluated using 

an independent test dataset. The objective of this stage was to assess the model’s generalization capability and its 

robustness under irregular and noisy conditions typical for 0.4 kV distribution networks.  



The application of the GMDH configuration corresponding to the minimum MAPE value demonstrated that the 

model accurately reproduces the dynamics of daily energy losses. Figure 3 presents a comparison between the actual 

and predicted values of the time series [16-18]. 

 
FIGURE 3. Comparison of actual and predicted daily electricity losses 

As shown in the figure, the predicted values closely follow the behavior of the original series, confirming the high 

accuracy of approximation. The model successfully captures both short-term fluctuations and long-term trends without 

exhibiting significant deviations on individual segments [19-22]. 

A quantitative evaluation of the forecasting accuracy was also performed. The MAPE obtained on the test dataset 

matches the minimum value identified at the fourth layer of the model, confirming the correctness of the structural 

selection. The MAE and RMSE indicators also show stable performance, indicating the absence of overfitting. 

Overall, the results confirm that the multilayer GMDH model exhibits strong predictive capability and effectively 

handles the task of modeling electricity losses under conditions of: 

- limited observability, 

- nonlinear behavior of the input data, 

- presence of noise and anomalous points. 

Thanks to its self-organizing mechanism, the model structure automatically adapts to the complexity of the data, 

ensuring stable and reliable forecasting performance. 

CONCLUSIONS 

In this study, a multilayer GMDH model was developed and applied to forecast daily electricity losses in a 0.4 kV 

distribution network. Analysis of a real 912-day time series demonstrated that the Group Method of Data Handling 

provides high forecasting accuracy under conditions of limited observability, nonlinear data behavior, and substantial 

measurement noise. 

Experimental results showed that the optimal structure is achieved at the fourth layer of the multilayer GMDH 

model. On the independent test dataset, the model achieved a MAPE of 5.05%, which is considered an acceptable 

level of accuracy for forecasting electricity losses in distribution networks and aligns with engineering performance 

criteria. This value is consistent with the visual comparison of actual and predicted curves, where the model effectively 

reproduces both short-term fluctuations and long-term trends. 

The model shows no signs of overfitting and maintains stable performance on previously unseen data. This 

confirms that the self-organizing structure and iterative selection mechanisms implemented in GMDH allow the model 

to adapt to the complexity of the data and accurately represent the nonlinear processes underlying energy losses in 0.4 

kV distribution grids. 

Overall, the multilayer GMDH model proves to be a promising tool for forecasting and analyzing electricity losses. 

The method can be practically applied by energy distribution companies for operational planning, technical loss 

assessment, and efficiency improvements in distribution network management. 
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