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Abstract. The article proposes a method for detecting a situation in which, during face authentication, one person disguises himself as another by replacing his face with a photograph or a displayed video. The facial feature vector is extracted using a convolutional neural network. The classification is implemented using a support vector machine. The method can be input either one or a group of frames.
INTRODUCTION
Facial recognition systems are currently used in many areas of human activity, such as border control, banking payments and access to services, and mobile applications. Biometric technologies for human recognition have recently been actively developing and are finding application in access control and management systems, human traffic analysis systems, and systems for searching for intruders in crowded areas. Biometric systems for human recognition allow for the identification of a person by unique physical characteristics, such as fingerprints, facial images, and voice [1]. Biometric systems are used where a high level of security is required due to their advantages over conventional control methods: passports, special plastic cards and tokens, PIN codes, etc. [2]. Technologies based on facial images are particularly attractive. Compared to other biometric control methods, technologies based on facial recognition do not require direct contact with the equipment.
Facial recognition is an easy task for humans, but it's not so trivial for algorithms. The human brain identifies image features such as edges, lines, and movement, combines the resulting information into templates, and uses these templates to make identifications.
Image recognition algorithms. Image recognition algorithms operate similarly. They extract significant characteristics from an image, present them in a convenient form, and classify the resulting data.
Image recognition quality is affected by negative factors such as changes in room lighting, the presence of multiple faces in the image, head rotation, changes in a person's emotions, and other possible facial changes (aging, makeup, etc.). Therefore, it is first necessary to reduce the image to a template. For example, by identifying each individual face, normalizing lighting, normalizing image orientation, etc. Thus, the process of personal identification can be divided into several main stages:
- image registration and normalization,
- feature extraction,
- proximity calculation,
- decision making.
Detection of false attacks. Although many researchers [3, 4] have been working on facial recognition for many years, a number of challenges remain to be addressed. One such challenge is countering spoofing attacks, i.e., attempts to substitute biometric characteristics and deceive a biometric system by presenting a fake identification object to the sensor [5]. Despite their simplicity, such attacks are generally quite successful, and effective algorithms capable of countering them are still lacking. However, a positive trend is that researchers are now beginning to focus on this issue [6-8].
The large-scale implementation of biometric identification systems requires assessing their resilience to various types of attacks [9, 10].
A current area of research in this area is assessing the feasibility of constructing an attacking biometric image that allows access on behalf of the victim while, in a sense, not revealing the fact of the attack [11, 12]. That is, for a person, such an image should not be associated with the object being attacked, and the recognition system should identify it as the object being attacked.
To counter spoofing attacks, methods using additional sensors or 3D scanners were considered in [13, 14]. Despite the high efficiency achieved, the use of these methods is hampered by the need for specialized equipment. Methods that do not require additional devices or human intervention are preferable, as they can be easily integrated into existing facial recognition systems, which are typically equipped only with a camera. Such (non-invasive) methods typically utilize motion, action, and texture characteristics [15].
Motion analysis exploits the fact that the motion of flat 2D objects differs significantly from the motion of a real human face, which is a 3D object. In [16], differences in the properties of optical flow generated by 3D objects and 2D planes were analyzed. In [17], the authors estimated the motion trajectory of individual facial parts using a short image sequence and a simplified optical flow analysis. The basic idea of the method is based on the assumption that the central part of the face moves differently than its peripheral parts (for example, around the ear). It should be noted that a motion-based approach may not provide adequate performance when motion information is insufficient. For example, errors may occur when analyzing noisy and low-resolution images.
Action cues, depending on the method of interaction with the user, can be divided into two types: those requiring feedback (e.g., following the instruction "open your mouth at a certain moment," so to speak, presenting a "motion password") and those not requiring any specific activity from the user, i.e., based on actions independent of external instructions (e.g., spontaneous blinking). For example, a method based on blink analysis was proposed in [18]. In [19], the authors analyzed eye movements and trained a motion model using a support vector machine. In [20], a method was proposed in which facial vitality is determined by lips. Vitality, as applied to biometric systems, means that a "live" person is interacting with the system. Action cues are very difficult to fake using a photograph or a 3D sculpture of a human head. However, this approach may require user interaction and is highly dependent on the quality of facial feature detection. Methods based on motion analysis and open-loop action analysis may also be ineffective when using video recordings of the target.
Texture-based approaches can detect texture features not characteristic of a living person. For example, in [21], texture information was calculated using local binary patterns. Unlike the previous two approaches, texture analysis does not require user interaction and is simple to implement. This approach operates on the assumption that fake facial images are printed on paper, and the printing process and the paper's structure generate texture variations, allowing for the distinction between printed images and real faces [22].
However, these assumptions may not be true in some cases. For example, with the development of ultra-high-definition displays, the likelihood that the color intensity reproduction on the display is close to the actual color values increases. In other words, an attack can be carried out using a photo displayed on a screen rather than on paper, making it difficult to distinguish the textures of a real person's image from a fake one. Therefore, spoofing attacks using facial video played on a high-definition display will become increasingly common. Therefore, this spoofing scheme should be given closer attention when developing and testing methods for facial vitality detection.
Taking into account all of the above, this paper proposes a new method for countering spoofing attacks. The method is based on texture analysis and does not require the analysis of multiple frames. A decision can be made based on a single facial image. The approach is based on training a convolutional neural network to extract facial feature vectors and perform further classification using a support vector machine, which allows for high accuracy in distinguishing between genuine and fake facial images.
The proposed method. The proposed method for countering spoofing attacks determines how similar a received frame (or group of frames) is to a person in front of the camera, rather than a photograph or video. If multiple images are fed to the method as input, the resulting probability value is calculated as the average value across all images. The proposed method is based on the use of a convolutional neural network to generate a feature vector and a support vector machine for classification.
The initial data fed to the network are 300×300 pixel facial images. All facial images undergo a geometric normalization step according to the coordinates of the control points.
A convolutional neural network (AlexNet) is proposed as the neural network architecture for generating the feature vector.
The stochastic gradient descent algorithm [23] was chosen for network training. The network was trained using the NUAA Imposter Database and our own database.	
The NUAA Imposter Database contains 5,105 images of real faces and 7,509 fake faces obtained from 15 respondents. Caffe [24], an open-source library developed by the Berkeley Vision and Learning Center team and designed for scientific research in the field of computer vision, is used to train the model. The input layer accepts a color image of 300×300 pixels. To improve the quality of the network, augmentation was used – adding distorted images to the sample in order to increase the diversity of the data. A transformation such as reflection was used. This procedure improves the generalization ability of the convolutional neural network and prevents overfitting [25]. The learning rate is initially set to 10-4 and gradually decreases to 10-5.
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FIGURE 1. The structure of the learning neural network with the use of real and fake images
EXPERIMENTAL RESEARCH
In this paper, experiments are conducted on two datasets: NUAA PI DB and CASIA. These datasets simulate various types of spoofing attacks.
The CASIA database contains facial images of 50 individuals. For each individual, low-, medium-, and high-quality facial images were obtained. The fake faces simulate three types of attacks: a deformed photo (the attacker presents a printed photograph to the camera, intentionally distorting it in an attempt to simulate facial movement), a partially cropped photo (the eyes are cropped out of the photograph, the attacker hides behind the photograph and simulates blinking), and a video-based attack (an iPad displaying high-quality video is presented to the camera). As a result, for each individual, there are 12 video sequences (3 true faces and 9 fake ones). The total number of sequences in the database is 600, of which 240 are used for training and 360 for testing.
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FIGURE 2. DET curves for the method of countering spoofing attacks on the NUAA PI DB and CASIA databases

The NUAA PI DB database contains images of 15 individuals and is divided into three sessions based on different lighting conditions. The data volume is unbalanced across sessions, as not all individuals participated in all three sessions. During filming, participants were asked to look frontally at the webcam, maintain a neutral facial expression, and avoid head movement or blinking, thereby achieving a close resemblance to the photo. The camera records a 25-second video at 20 frames per second (fps). Images selected from the original video sequence, rather than the original video sequence, are available for download. Images for the spoofing attack were collected for the same participants. The individual was photographed using a Canon camera so that their face occupied one-third of the image. The photographs were then printed and presented to the camera, moving during frame capture.
Based on the results of the experiments, DET curves (Define Error Tradeoff Curves) were constructed and are shown in Figure 2. Two types of errors were evaluated:
1. False Accept (FA) error of falsely accepting a photograph (video) placed in front of the screen as a live user;
2. False Reject (FR) error of falsely accepting a live user as their image (video).
RESEARCH RESULTS
Figures 3-4 show the accuracy and loss when training the model on this dataset.
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	FIGURE 3. Plot of training accuracy and loss on the NUAA PI dataset
	FIGURE 4. Plot of training accuracy and loss on the CASIA dataset



The average value of the first and second type errors (Half Total Error Rate, HTER) and accuracy (the proportion of input data classified into the correct class) for the proposed method to counter spoofing attacks, as well as a comparison of the proposed method with existing approaches are presented in Tables 1 and 2.

TABLE 1. Comparison of the effectiveness of countermeasures against spoofing attacks based on NUAA PI dataset
	Method 
	Performance evaluation

	
	HTER, %
	Accuracy, %

	Sparse logistic regression + DoG filter  
	–
	87,5 [26]; 93 [27]

	LBP + SVM [28]
	19,03
	–

	LBP + DoG filter [29]
	11,97
	–

	LBP + Linear discriminant analysis [30]
	18,32
	–

	Proposed method 
	5,27
	96,5



TABLE 2. Comparison of the effectiveness of countermeasures against spoofing attacks based on CASIA dataset
	Method 
	performance evaluation

	
	HTER, %
	Accuracy, %

	LBP + Linear discriminant analysis [30]
	21,01
	–

	LBP + SVM [28]
	18,17
	–

	LBP [30]
	18,21
	–

	LBP-TOP
	10
	–

	proposed method 
	8,27
	91,3



As a result, it can be concluded that the proposed convolutional network architecture and the selected training data allow for the detection of spoofing attacks based on facial images with high accuracy.
CONCLUSIONS
This paper examines the problem of countering spoofing attacks in facial biometric systems. Existing methods for substituting biometric characteristics, as well as methods aimed at countering spoofing in facial biometric systems, are reviewed, and their shortcomings are identified. Based on an analysis of these shortcomings, a method is proposed whose results are comparable to the best results achieved using other known spoofing detection methods.
The proposed solution to countering spoofing attacks consists of sequentially performing two stages of analysis: facial feature extraction and classification to determine the degree to which a presented frame (or group of frames) resembles a real person, rather than a photograph or video.
To address the first subproblem, related to facial feature extraction, the paper proposes the use of a convolutional neural network containing five convolutional and three fully connected layers. The training algorithm is described, along with the data used for training and validation. To solve the second subproblem, which involves deciding whether to assign the obtained feature vector to one of the classes, the paper proposes using a support vector machine with a radial basis function kernel.
The software implementation developed for solving the main research problem allows the proposed solution to be used for both single-frame and group-frame analysis.
Experiments conducted showed that the average Type I and Type II errors on test data do not exceed 9%, and accuracy reaches over 91%.
Further development of the neural network method for countering spoofing attacks is possible through the use of recurrent neural networks for additional analysis of relationships between multiple frames.
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