Algorithm for determining the characteristics of a tomato product
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Abstract. In this study, algorithms for determining the ripeness of tomatoes were analyzed and evaluated. The primary goal was to develop an accurate and efficient method to assess ripeness based on visual and sensor data. Image processing techniques using RGB and HSV color models were applied to detect color changes associated with ripening. Additionally, machine learning algorithms were employed to classify ripeness levels based on features extracted from images. The results showed that machine learning models, particularly convolutional neural networks (CNN), achieved a ripeness detection accuracy of over 90%. This research contributes to the development of automated tomato harvesting systems and can be applied in agricultural robotics to improve efficiency and reduce manual labor.
INTRODUCTION
It is known that the amount of income of a modern farm directly depends on the labor force. Even for harvesting ripe crops, a large number of workers are needed, but it is beneficial to use robotic manipulators instead of people to perform simple tasks and to improve the performance of existing ones. It is also known from previous published literature that the US agricultural labor force has decreased by 2% due to robotic manipulators in agricultural fields. For example, American professor Josh Lessing has been working on solving this problem since he founded the Root AI project on agricultural robotics in 2018 [1][2]. Furthermore, the apple industry relies heavily on manual labor. For example, in the United States alone, the seasonal labor required to pick apples accounts for more than 10 million man-hours each year, accounting for approximately 15% of total production costs [3].
In recent years, the role of robotic machines in harvesting agricultural products has also been increasing including sweet pepper[4], strawberry [5], apple[6] and and kiwifruit[7], [8]. Similar systems have also been used in agriculture to eradicate invasive plants [9]. The designs of automated tomato harvesting systems can be divided into two categories. The first category is shake and grab, where vibrations are applied to the tree trunk and/or branches to separate the tomato crop. While shake and grab systems are effective in separating the fruit from the tree, they often result in a rate of tomato bruising that is unacceptable for the fresh market. The other category is fruit-to-fruit harvesting, where manipulators are used to collect the fruit in a controlled manner, thereby significantly reducing tomato damage. However, the design of such systems with high harvesting efficiency and practical viability presents a great challenge. Previous scientific studies and published articles have also mentioned that one of the problems encountered in harvesting tomatoes is their harvest time [10][11]. In addition, the types of robotic manipulators and the main problems they face are also discussed separately [12].
MATERIALS AND METHODS
Today, robots and agricultural machinery (robotics) are developing rapidly in Uzbekistan. However, their existing problems are not being systematically studied. In our previous articles and analyses, we have often touched upon the problems of angular displacements of their rotating parts. And we have proposed, at least partially, solutions [11][1][12][13, 14]. There are many recommended methods and algorithms for determining the characteristics and condition of agricultural products. In the following paper [14], due to the increasing labor shortage and labor costs in the apple industry, an algorithm for developing robotic systems for efficient and autonomous apple picking is presented. This paper presents a systematic overview and algorithm design of a recently developed prototype of a robotic apple picking machine. This robotic system is realized through the close integration of several core modules, including visual perception, planning, and control. This paper covers the main methods and achievements of deep learning-based multi-view fruit detection and localization, unified picking and unloading planning, and picking and unloading manipulation. This brings a significant improvement over other apple picking robots, with an apple picking speed in the range of 7-10 seconds. The prototype in Figure 1 shows promising performance for further development of efficient and automated apple picking technology. Figure 2 shows the basic algorithm flow of the software system in the apple picking cycle[15].
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FIGURE 1. The developed robotic apple harvesting prototype
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FIGURE 2. Algorithm flowchart in an apple harvesting cycle



It is evident that the software design of the robotic system requires multidisciplinary advances to ensure the coordination of various synergistic functions and achieve reliable automated apple harvesting. Also, the proposed algorithm is considered complex, which leads to errors in the identification of product characteristics.
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FIGURE 3. Harvesting robot for heavy-weight crops

Another reviewed literature includes scientific studies on determining the location of heavy agricultural products[16]. In Japan, the development of agricultural robot systems has also been promoted to prevent serious problems such as labor shortages in agriculture. This paper presents the characteristics of a pumpkin picking robot. This robot system consists of a robotic arm, an end effector, and a control algorithm installed on a robotic tractor (Figure 3). The objectives of this study were to develop a control algorithm that can (1) accurately approach the position of the pumpkin, (2) accurately grasp the pumpkin without damaging it, and (3) transport the pumpkin to the truck. The Denewit-Hartenberg methodology was used for direct and inverse kinematics. Two types of experiments were conducted in the laboratory to determine the accuracy and repeatability of the system. The results showed that the positioning accuracy and repeatability of the developed system in the x, y, and z directions were 4.85, 4.15, and 5.23 mm. The positioning error of the end effector was almost 5 mm, respectively.
This agricultural harvester robot consists of a robot tractor, a robot arm, an end-effector, a positioning system, a vision system, and a control unit as shown in Figure 3. The robot arm and the end-effector are controlled by the control unit and powered by 200ACV.
The demand for electric power sources is increasing over time, as electric actuators such as servo motors are more precise and it is easier to design a robotic system based on them. The robotic arm and end effector, as shown in Figure 4 and Figure 5, were designed and manufactured by Roshanianfard (2018a).
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FIGURE 4. The robotic arm and end-effector
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FIGURE 5. The open diagram of 5 joints robotic arm 
(Roshanianfard and Noguchi, 2018 b)



In this study, the robot arm control algorithm is designed to meet the following requirements:
1) Move to the pumpkin position accurately.
2) Hold the pumpkin correctly.
3) Transfer it to a box or container.
4) Move the robot arm with minimal vibration and maximum efficiency.
Designing an algorithm that can implement this requirement is the main objective of this study. Considering them and the harvesting situation, the point-to-point movement is suitable for the algorithm. Forward and inverse kinematics are used to obtain joint parameters such as joint angle, velocity, and acceleration time[16].
This text emphasizes the need to perform kinematic calculations during the development of the control algorithm. Initially, the coordinates of the object are specified in the form (  ).  (x, y, z) is a translation matrix in three-dimensional space, used to move an object a certain distance in a coordinate system.  (k, θ) is a three-dimensional rotation matrix used to rotate an object about a given axis by an angle θ.
The direction and angle parameters of the axes are set as shown in Figure 5. Motors 1 to 4 are used to control the arm, and motor 5 is used to perform the final movement. The Denevit-Hartenberg (D-H) parameter is given in Table 1. The payload of this robotic arm is designed for almost 200 N with a safety factor of 2.

[bookmark: _GoBack]TABLE 1. The Denevit-Hartenberg (D-H) parameter.
	Joint
	Twist
Angle, ()
	Link
Length, (a)
	Link
Offset, (d)
	Joint Angle, 

	1
	
	
	0
	

	2
	
	
	0
	

	3
	
	
	0
	

	4
	
	
	0
	

	5
	
	
	0
	


This table describes the motion parameters of a robotic manipulator or mechanical system. The distance between  and  (1, 2, 3, 4) is expressed as  and the angle of  is expressed as .
=(0, , 0)•(z, )•(0, , 0)•(z, )•(0, , 0)•(z, )•(0, , 0)•(z, )• 										(1)
Here, the expressions for A, B, and C are equal to:
=			(2)
=			(3)
=+)+)						(4)
However, the main drawback of this system is that it focuses on determining the location of agricultural products, meaning that attention is not paid to determining their characteristics (degree of ripeness), because ripe and unripe pumpkins are almost the same.
Another study, as mentioned above, was analyzed to reduce physical labor and reduce damage to fruits and vegetables during harvesting. In this study, YOLOV5 was used to validate the position relationship between tomatoes and peduncles, taking into account the changing conditions such as light changes, interference from branches and leaves. The average single-frame image recognition time is 104 ms, which meets the real-time requirements of automatic picking. Compared with the SSD algorithm, it has obvious disadvantages.
This analysis compares the performance of the YOLOv5 and SSD target detection models. The YOLOv5 model was tested on tomato and stem-like parts, and the results are shown in Figure 6. Detection tests were also performed with the SSD model, but it did not perform well on peduncles (stems). According to formula (5), the box (x, y, w, h) is extracted into a one-dimensional vector corresponding to it[16].
				(5)
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FIGURE 6. YOLO v5 (left) and SSD (right) quickly recognizes tomatoes and peduncles.

It is clear that this method is also intended to determine the location of tomatoes and is not sufficiently illuminated to determine their degree of ripeness [17].
Now we will analyze the recommended algorithm and its operation process (Figure 7):
· The process begins (Start): The process begins, preparing for initial data entry.
· Enter initial data: The robot or system is given the necessary initial parameters, such as data from sensors (such as a camera) or predefined boundaries.
· Determining the coordinates of an object: The location of the tomato is determined. This is done using a camera or other sensors, i.e. its x, y position or its position relative to an obstacle (tomato stem, leaves, etc.).
· Perceiving an object and determining its characteristics: The ripeness, shape, size, and other characteristics of the tomato are determined.
· Determining the optimal trajectory: It is performed to find the optimal path (trajectory) to catch the tomato. Kinematic equations or artificial intelligence algorithms are used to plan the trajectory.
· Actuator (Angle displacement sensor): The robot manipulator or gripper performs the desired movement. The angular displacement sensor controls the precise movement of the robot.
[image: C:\Users\Algoritm.drawio (1).png]
FIGURE 7. Algorithm flowchart in tomatoes harvesting

In this process, images captured by the camera are divided into matrices, such as the sequence shown in the image below (Figure 8). In the process of determining whether a tomato is ripe, each pixel in the image is represented as a matrix. In MATLAB, we use the color values of the pixels by analyzing the image in RGB channels. Below, we explain this mathematically in terms of x, y. Here, the system basically divides tomato products into 3 types (Well-ripened, medium-ripened, and un ripened (raw)).
· Representing an Image in Matrix Form: The RGB channels of an image are represented in matrices:
R(x, y): The value of the red channel in the image.
G(x, y): The value of the green channel in the image.
B(x, y): The value of the blue channel in the image.
Each pixel in the image is specified using coordinates (x, y).
Color conditions:
To determine the ripeness of a tomato, we use the following condition:
Mask(x, y)=		(6)
Here: T is the threshold value of red.
[image: ]
FIGURE 8. Sequence of dividing the resulting image into matrices

Separating Ripe Tomatoes
Separating ripe tomato parts using a separating mask:
Result (x, y)=Image(x, y)Mask (x, y) 				(7)
where: Image (x, y) is the original image matrix, Mask (x, y) is the logical matrix obtained as a result of the conditions defined for the ripe parts.
EXPERIMENTAL RESEARCH
To determine the ripeness of tomato products, they are divided into matrices in the "MATLAB Editor" and the percentage of ripeness is determined using the following expression.
First, an original image is taken from a greenhouse (or possibly a field) where the tomato crop is grown.
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FIGURE 9. The original appearance of the image.
The image is separated into RGB channels and its size is determined.


               (8)
here M and N are the dimensions of the image matrix.



The matrix extracts the characteristics of the tomato product from the original image (divides it into Well-Ripe, Not-so-Ripe, and Ripe (Raw) tomatoes). In this case, the intensity value is determined based on the value of the matrix, depending on the size of the image and the color of the tomato.
[image: ]
FIGURE 10. Processing tomato images according to ripeness levels

In this case, the intensity value is determined based on the value of the matrix, depending on the size of the image and the color of the tomato. A histogram is constructed based on the intensity values of the specified image.
[image: ]
FIGURE 11. RGB channel histograms of a tomato image

Based on the constructed matrix and histogram, the number of pixels of red tomatoes is the largest around 50 pixels, the pixels of green tomatoes are the largest around 70 pixels, and the pixels of intensity are the highest around zero. We will test the above theoretical analyses and algorithm using a special program and determine their errors. The performance of the developed algorithm was tested in the teachable machine program. To build the model's database, images of three different types of tomatoes are loaded into different files. Here, a continuous stream of images is captured from the camera and compared with existing images in the database.
This table shows the Confusion Matrix, which describes the results of model testing to determine the characteristics of a tomato product (ripe, raw, and damaged) using a Teachable Machine and a built-in algorithm.

TABLE 2. Model testing to determine the characteristics.
	Class
	Type of Tomatos
	Predection

	
	Unriped Tomatos
	45
	0
	1

	
	Unriped Tomatos
	0
	48
	2

	
	Dameged Tomatos
	0
	1
	43

	
	
	Unriped Tomatos
	Unriped Tomatos
	Dameged Tomatos



The results show that out of 46 unripe tomatoes taken during the re-sampling process of the same image, it correctly identified 45 and mistakenly identified 1 as damaged. Out of 50 ripe tomatoes, it correctly identified 48 and mistakenly identified 2 as damaged, and out of 44 damaged images, it correctly identified 43 and mistakenly identified 1 as ripe.
[image: D:\Dissertatsiya\Мaqolalar\2025\Accuracy.png]
FIGURE 12. Evaluating the accuracy of an algorithm in a "teachable machine" program

This graph illustrates how the accuracy indicator changed during the training process of a model based on the algorithm developed for processing the captured images. Here, the blue line is theoretical data, while the red lines represent experimental results based on the algorithm. Y-axis (Accuracy): The probability of the model making a correct prediction (from 0 to 1 or 0% to 100%). X-axis (Epochs): The number of training cycles (50 epochs are shown here).
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FIGURE 13. Error assessment of the developed algorithm (model)

The loss function is very high (about 1.2) and is decreasing rapidly. The difference between the training and test losses is small, which indicates that the model fits well. The loss value continues to decrease more slowly but steadily. The training and test lines are very close to each other, which indicates that there is no overfitting problem. The loss value is almost approaching 0, which indicates that the model is performing with high accuracy. The training and test losses are almost equal, which indicates that the model has good generalization ability.
CONCLUSIONS
The following conclusions were drawn from the theoretical and experimental analyses conducted:
· The model is highly accurate, as the numbers in the diagonal cells (those correctly identified) are much larger. Only in some cases did the model misidentify ripe and damaged tomatoes (Table 2).
· The model was well trained and did not suffer from overfitting.
· Stable and high accuracy was achieved.
· The model can be considered reliable enough to be used in a real-world application environment (Figure 10).
· As can be seen from the graph, the model achieved stable and reliable results during the training process.
· No signs of overfitting or underfitting were encountered.
· The model also performs well on test samples, meaning that the model can be used on real data (Figure 11).
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