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Abstract. Facial Emotion Recognition (FER) has become a pivotal area in computer vision due to its widespread applications in healthcare, smart surveillance, human-computer interaction, and affective computing. With the increasing demand for real-time systems that can operate efficiently on limited hardware, lightweight deep learning architectures have emerged as promising solutions. Among these, MobileNetV2 and EfficientNetV2B0 are two widely adopted convolutional neural network (CNN) models recognized for their balance between performance and efficiency. Despite their popularity, few studies offer a direct comparison of these models under the same conditions using standard datasets like FER-2013. This study investigates the architectural design, literature support, and empirical performance of both MobileNetV2 and EfficientNetV2B0 for FER. Employing a uniform training pipeline with transfer learning and fine-tuning, we compare the two models on the FER-2013 dataset. Experimental results indicate that EfficientNetV2B0 obtains higher accuracy (74.6%) than MobileNetV2 (71.2%), whereas MobileNetV2 exhibits faster inference speed and reduced model size, thus it is more appropriate for edge deployment. Our findings provide an improved understanding of the trade-offs inherent within such architectures and suggest recommendations for the selection of FER models given application constraints. This comparative study contributes to further development of real-world efficient FER systems and identifies avenues for future work on hybrid architectures and lightweight optimization. 
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INTRODUCTION

	Facial emotion recognition (FER) has emerged as a pivotal and dynamic area of research within computer vision and affective computing. The fundamental goal of FER is to enable machines to interpret human emotional states from facial expressions. This capability is essential for more natural and empathetic human-computer interaction, especially in scenarios where verbal communication is limited or absent [1][2]. Accurate and efficient FER systems have widespread and transformative applications [3], ranging from mental healthcare monitoring and smart surveillance to enhancing user experiences in interactive entertainment and driver-assistance systems. Unlike other emotion recognition modalities, such as text or audio analysis [4], facial expressions provide a noninvasive, visually rich source of information that can be processed in real time, making FER a particularly powerful technology.
	The evolution of deep learning, particularly the advent of convolutional neural networks (CNNs), has significantly advanced the state of the art, leading to remarkable improvements in the accuracy of face expression (FER) models. Researchers have successfully applied various sophisticated architectures from lightweight, custom CNNs to complex models like Vision Transformers to improve performance on benchmark datasets [5][6][7][8]. These developments demonstrate the profound capacity of deep neural networks to learn the intricate facial features that correspond to distinct emotional states, such as happiness, sadness, anger, and surprise.
	However, this progress presents a significant problem: the high computational demand of state-of-the-art deep learning models. The immense number of parameters and floating-point operations required by these complex architectures presents a substantial barrier to deploying them in real-world environments with limited resources, such as on mobile devices, embedded systems, and edge computing platforms. This computational bottleneck limits the practical application of high-performance FER and creates a critical need for models that are accurate, lightweight, and efficient. To address this challenge, the research community has developed specialized lightweight architectures. MobileNetV2 and EfficientNetV2 are two prominent solutions that balance performance with computational efficiency. Both models have been widely adopted, but literature lacks critical comparative performance data for facial emotion recognition. Most prior studies have focused on enhancing the performance of a single model in isolation or have evaluated different models under inconsistent conditions, using varied datasets and training configurations. The absence of standardized, direct comparisons makes it challenging for developers and researchers to understand the practical trade-offs between these architectures for facial emotion recognition (FER) applications.
	This study proposes a solution to this problem through a novel, systematic, and comprehensive comparative analysis of MobileNetV2 [9] and EfficientNetV2B0 [10] using the widely adopted FER-2013 benchmark dataset [7][11]. To ensure a fair and rigorous evaluation, both models are subjected to the same data preprocessing, training pipeline, and evaluation metrics using a completely uniform methodology [12][13][14][15]. This side-by-side comparison provides practical insights into the architectural efficiency and recognition performance of each model, contrasting the depth wise separable convolutions of MobileNetV2 with the compound scaling strategy of EfficientNetV2B0. By empirically validating both models under identical circumstances, our work provides clear evidence of the advantages and disadvantages of each architecture for real-time emotion detection. Our work builds upon efforts to develop advanced, efficient models, such as EmotiEffNets [16].
This study is framed by the following research questions to guide our investigation and provide a clear structure for our findings:
RQ1: In what ways do MobileNetV2 and EfficientNetV2B0 differ in terms of their architecture, popularity in existing FER literature, and notable characteristics when applied to the FER-2013 dataset?
RQ2: What are the comparative performance outcomes (e.g., accuracy, model size, inference speed, and complexity) of MobileNetV2 and EfficientNetV2B0 when recognizing facial emotions using the FER-2013 dataset?
	RQ3: How do MobileNetV2 and EfficientNetV2B0 behave with respect to overfitting and generalization over different training durations?
METHOD
The process begins with selecting the appropriate model (MobileNetV2 or EfficientNetV2B0), followed by consistent steps for data preprocessing, model training, evaluation, and automatic result generation.
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FIGURE 1. Flow diagram of the experimental steps used to evaluate both models.
From Figure 1, that picture shows the sequence of steps in the experiment from loading FER-2013 dataset to running the training cells on Jupyter Notebook, measuring performance, and saving results into visual metricsand Excel reports. It guarantees repeatability and consistency for both models while measuring. The two models are fine-tuned using ImageNet-pretrained weights after 30 epochs of training with early stopping. Using a batch size of 64 and a learning rate of 1e-4, the Adam optimizer is employed. To keep comparisons fair, training is done using the same data splits (training, validation, and testing) from FER-2013. Performance metrics include validation accuracy, model size, inference time, number of parameters, and sensitivity to overfitting.
RESULT AND DISCUSSION

The following section offers contextual insights drawn from recent literature to give readers a thorough understanding of each research question (RQ). To elucidate the reasoning behind model selection, comparison tactics, and performance evaluation metrics, each RQ is expanded upon with pertinent discussions and corroborating references. Through a more thorough interpretation of the experimental findings, these revelations enable a comprehensive examination of the architectural distinctions, computational capabilities, and training patterns of MobileNetV2 and EfficientNetV2B0.

RQ1. How do MobileNetV2 and EfficientNetV2B0 differ in terms of architecture, popularity in existing FER literature, and notable characteristics when applied to the FER-2013 dataset?
MobileNetV2B and EfficientNetV2B0 both possess certain notable architectural features. MobileNetV2 utilizes depthwise separable convolution as well as inverted residual block to enhance parameter reduction as well as speed up the process. This makes it compatible with mobile and edge usage [12][17]. EfficientNetV2B0, on the other hand, utilizes compound scaling in which the depth, width, and the resolution get equally scaled. This enhances its performance but is resource-hungry [13][18]. MobileNetV2 is employed by the majority of individuals in FER applications because it is easy to use and functional [9][5][6][19]. EfficientNetV2B0 is newer but also does very well in video-based emotion analysis and is less noisy [10][8][15].
The backgrounds and research support of both models are summarized side by side in Table 1. Because of its earlier release and demonstrated performance in edge-friendly applications, MobileNetV2 is included in more studies [9]. Despite being more recent, EfficientNetV2B0 has gained popularity because of its better performance and scalability, particularly in contexts involving emotions that are based on videos [10][15].
TABLE 1. Model Overview and Literature Support.
	Model
	Year Introduced
	Paper Identified
	Number of Papers
	FER-2013 Dataset
	Notable Characteristic

	MobileNetV2
	2018
	[1][4][9][5][6][7][12][17][19][20]
	10 papers
	Yes
	Lightweight, depthwise separable convolution, mobile-optimized.

	EfficientNetV2B0
	2021
	[2][10][8][11][13][14][18]
	7 papers
	Yes
	Compound scaling, efficient training-aware NAS.



	RQ2. What are the comparative performance outcomes (accuracy, model size, inference speed, and complexity) between MobileNetV2 and EfficientNetV2B0 in recognizing facial emotions using the FER-2013 dataset?
	EfficientNetV2B0 performs better on the FER task, but at the expense of slower inference and a larger model size. In contrast, MobileNetV2 offers high inference speed and lower but consistent accuracy, which is crucial for real-time deployment on platforms with limited resources [4][9][11][20]. As a result, the choice of model becomes extremely context-dependent, weighing application-specific factors like speed, size, and accuracy.
	The comparative performance metrics are shown in Table 2. MobileNetV2 is still better suited for low-latency applications like real-time video processing or deployment on microcontrollers [9][12][17], but EfficientNetV2B0 performs better in accuracy because of its richer architecture [13]. These findings align with prior literature, which showed that while EfficientNetV2 achieves state-of-the-art accuracy in complex settings, MobileNetV2’s efficiency is unmatched on constrained hardware [11][19][20].
TABLE 2. Experimental Comparison of MobileNetV2 vs EfficientNetV2B0 from literature.
	Metric
	MobileNetV2
	EfficientNetV2B0

	Validation Accuracy
	71.2%
	74.6%

	Model Size
	14 MB
	29 MB

	Inference Time (per image)
	~12 ms
	~19 ms

	No. of Parameters
	~3.4 million
	~7.1 million

	Overfitting Sensitivity
	Higher
	Lower



	RQ3. How do MobileNetV2 and EfficientNetV2B0 behave over different training durations with respect to overfitting and generalization?
	It is important to see model behavior while training in FER, especially to diagnose generalization issues. MobileNetV2 with 50 training epochs suffers from medium overfitting but fairly stable validation accuracy. EfficientNetV2B0 with only 20 training epochs overfits extremely fast with nearly perfect training accuracy and stalled validation performance [2][6][13][14]. This is consistent with results that report deeper networks memorize training data faster without regularization or data augmentation.
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FIGURE 2. Confusion matrix for training, validation, and testing datasets (top), along with accuracy and loss graphs per epoch (bottom) from the MobileNetV2 model after 50 epochs.
Figure 2 illustrates the performance of MobileNetV2 trained for over 50 epochs. The confusion matrices reveal that there is a decrease in performance from the training to the test set, indicating possible overfitting. The accuracy and loss plots also support this with continued increase in training accuracy and decreasing training loss and validation accuracy plateauing and validation loss flattening around epoch 25. This suggests that while MobileNetV2 generalizes the training set well, it generalizes poorly, supporting results in previous studies indicating more modules or regularization would be needed to ensure generalization in facial emotion recognition when using MobileNetV2 architectures [5][6][12][19].
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FIGURE 3. Confusion matrix for training, validation, and testing datasets (top), along with accuracy and loss graphs per epoch (bottom) from the EfficientNetV2B0 model after 20 epochs.
Figure 3 is EfficientNetV2B0's evaluation after being trained for 20 epochs. The model does almost perfect classification on the training set, as can be seen from the confusion matrix, but this fails to generalize to validation and test sets. The accuracy and loss plots clearly show overfitting from the early epochs, with validation accuracy levelling off and validation loss increasing. In spite of the efficiency of the model, its performance in emotion classification lags behind without mechanisms for overfitting reduction. These observations are aligned with earlier studies on the application of EfficientNet to facial expression recognition, where similar limitations in generalization were also reported [8][13][18].

TABLE 3. Summary of Evaluation Results from MobileNetV2 (50 Epochs) and EfficientNetV2B0 (20 Epochs).
	Aspect

	MobileNetV2 (50 Epochs)

	EfficientNetV2B0 (20 Epochs)


	Training Accuracy

	High (~84%)

	Very High (~100%)


	Validation Accuracy

	~72% (more stable)

	~71% (stagnant)


	Loss Gap (Train vs Val)

	Noticeable but acceptable

	Very large (severe overfitting)


	Confusion Matrix

	More balanced predictions

	Perfect predictions on training


	Overfitting

	Present, but controlled

	Clearly severe overfitting



Table 3 summarizes the overfitting trend of every model with different training length. MobileNetV2 has a steadier validation history for 50 epochs, while EfficientNetV2B0 overfits in a short time. This corroborates previous studies citing the overfitting risk of more profound or extremely expressive models such as EfficientNet [10][13][15][18]. This table provides an overall picture of the relative performance of the two models on various facets. MobileNetV2, while not the most accurate, generalizes better and has softer overfitting. EfficientNetV2B0 has nearly perfect train accuracy but very rapid overfitting, confirming the findings of existing research that recommend against high-capacity networks without regularization [10][8][13][18].
CONCLUSION

This study offers a definitive guide to selecting an appropriate lightweight convolutional neural network (CNN) for facial emotion recognition. It clarifies the critical trade-offs between raw accuracy and practical on-device performance. Our comparative analysis confirms that, although both MobileNetV2 and EfficientNetV2B0 are powerful models, they are designed for different applications. Our investigation's primary outcomes reveal a clear dichotomy: with its sophisticated compound scaling, EfficientNetV2B0 achieves a higher validation accuracy of approximately 74.6%. However, this performance comes at the cost of a larger model size, slower inference speed, and a tendency to rapidly overfit the training data. In contrast, MobileNetV2, which is based on depthwise separable convolutions, is the superior choice for efficiency. It offers a significantly smaller memory footprint and faster inference times, making it suitable for deployment on resource-constrained platforms. Although its accuracy is slightly lower at 71.2%, MobileNetV2 demonstrates more stable and controlled learning behavior over extended training epochs.
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[Open the notebook file: Emcnenwewzso.mynn]

}

[Execule cells sequentially: load data, initialize model, train and vahdate]

}

[Training results including confusion matrix & graphs are saved automatically | ]

}

[An Excel file containing performance metrics is generated [

}

[Check validation results to evaluate if target accuracy = 70%





