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Abstract. Diabetic Retinopathy (DR) is a critical complication of diabetes mellitus that can lead to permanent blindness if not diagnosed early. This study proposes an automated DR diagnosis system based on a hybrid deep learning model combining Convolutional Neural Networks (CNN) and Vision Transformer (ViT). CNN is used to extract local features from retinal images, while ViT captures global spatial relationships. The dataset obtained from Kaggle consists of five RD severity levels, which are processed through resizing, augmentation, and normalization. This hybrid model outperforms both CNN and ViT alone in several aspects, achieving an overall accuracy of 78%. In comparison, a single CNN model only achieved an accuracy of 76%. This model performed very well in classifying the “Healthy” class but struggled to distinguish between classes with similar visual symptoms, such as Mild and Moderate RD. The primary challenges were related to data imbalance and side effects from preprocessing. These findings suggest that integrating CNN and ViT can significantly improve the accuracy, sensitivity, and specificity in DR classification, thereby contributing to the development of AI-based medical diagnostic tools for early detection and clinical decision support.
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INTRODUCTION
Diabetes mellitus is a chronic disease characterized by high blood glucose levels. A serious complication of this Diabetic Retinopathy (DR) is a significant complication of diabetes mellitus that can lead to permanent blindness if not detected early [1]. Conventional diagnostic methods such as fundus photography and OCT are manual, time-consuming, and prone to subjectivity [2]. As technology advances, deep learning-based methods—particularly Convolutional Neural Networks (CNN) and Vision Transformers (ViT)—have emerged as potential solutions for automated medical image classification [3][4].

However, approaches using CNN or ViT separately have limitations. CNNs excel at extracting local features (e.g., microaneurysms and hemorrhages). Still, they are less effective at capturing global spatial context, making it difficult to distinguish between similar DR classes such as Mild and Moderate [5][6]. Conversely, ViT is capable of understanding global spatial relationships but requires a large dataset and lacks the inductive bias of CNNs [7][8]. Previous studies, such as Insight Retina [9], utilized CNN (ResNet) but did not address the data imbalance between classes. Meanwhile, ViT-based studies tend to be less robust on limited datasets [10].

This study proposes a hybrid CNN+ViT model that combines the local advantages of CNN and the global spatial understanding of ViT to enhance the accuracy of DR diagnosis. The CNN used is EfficientNetB3, chosen for its ability to provide high performance with an efficient number of parameters [11]. Among EfficientNet variants, B3 offers an optimal balance for medical image classification, especially under computationally limited conditions [12]. The main contributions of this study include designing a hybrid architecture that combines CNN and ViT for multi-class DR classification, utilizing preprocessing and augmentation to enhance model generalization, evaluating model performance on minority classes, and addressing data imbalance. The results obtained are expected to encourage the development of more accurate and efficient automated diagnostic systems for AI-based clinical applications.

LITERATURE REVIEW
This research references several previous studies related to deep learning-based detection of Diabetic Retinopathy (DR). The Insight Retina model, developed by Akshaya et al., utilizes ResNet and preprocessing to enhance the contrast of retinal images, yielding a Kappa value of 0.893 [1]. While accurate, this model has not been compared to other architectures and does not address class imbalance. Alyoubi et al., in a review of 33 studies, concluded that CNNs (such as ResNet and Inception-V3) excel in DR detection, especially when using augmentation and transfer learning. However, these studies have not addressed clinical implementation aspects [2]. Kumari et al. developed an automated screening system using fundus montages with VGG16 and XGBoost, achieving high accuracy in DR classification. However, limitations in model comparison and real-world evaluation remain notable [6]. Based on these studies, a Hybrid Model (CNN + ViT) approach is proposed in this study to combine the advantages of CNNs in local feature extraction and ViT in understanding the global context of images. The use of EfficientNetB3 as a CNN backbone and the CLAHE technique for preprocessing is expected to significantly improve classification performance.

METHOD
Data Collection Method
The data used in this study were obtained from a publicly available retinal image dataset, such as the Kaggle Diabetic Retinopathy Dataset. This dataset comprises retinal images obtained through fundus photography and Optical Coherence Tomography (OCT) examinations from various patients with varying degrees of diabetic retinopathy severity, categorized into five classes: Healthy, Mild DR, Moderate DR, Proliferate DR, and Severe DR.
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Figure 1. The dataset is categorized into five classes: (a)Healthy, (b)Mild DR, (c)Moderate DR, (d)Proliferate DR, and (e)Severe DR
Pre-Processing Data
The dataset will be divided into three subsets, with proportions of 60% for training, 20% for validation, and 20% for testing. The first Training Set (60%) is used to train the model to recognize patterns in retinal images. Data augmentation is applied to increase variation and prevent overfitting. The CNN model is used for local feature extraction, while ViT captures the visual context globally [12], [16]. The second Validation Set (20%) is used to monitor the model's performance during training and tune parameters such as learning rate and epoch. Evaluation is carried out using accuracy, loss, precision, and recall metrics [17], [18]. Finally, the Testing Set (20%) is used to measure the model's final performance objectively. Evaluation is carried out with accuracy, sensitivity, specificity, F1-score, and AUC-ROC metrics to assess the effectiveness of the model in diagnosing DR [19], [20].

Data Augmentation
Image augmentation techniques are used to increase data variation by rotating, flipping, zooming, and shifting to make the model more robust to image variations. This augmentation enables the model to learn from variations in real-world images, including changes in viewpoint or orientation. This way, the model is better able to recognize essential patterns in retinal images despite variations in the training data.
[bookmark: _fpe3ixrwmmo]Hybrid Model (CNN + ViT)
Convolutional Neural Network (CNN) is used to extract essential features from retinal images, such as damaged blood vessels, hemorrhages, and hard exudates [13], [14]. By utilizing convolution, pooling, and fully connected layers, CNN can capture local visual patterns related to retinal abnormalities. The convolution layer recognizes specific features, pooling reduces dimensionality for computational efficiency, and the fully connected layer is used for final classification [13]. The Vision Transformer (ViT) operates with a self-attention mechanism that enables the model to comprehend the global spatial relationships between pixels in the image [11], [15]. Unlike CNN, which focuses on local convolutions, ViT captures complex patterns from the entire image, making it more effective in detecting scattered retinal abnormalities. With the integration of the Hugging Face library, ViT can be implemented and tuned more easily for medical image classification tasks, including Diabetic Retinopathy detection [15].

RESULT & DISCUSSION
 	This study utilized the Diabetic Retinopathy dataset from Kaggle, which comprises five classes: Healthy (1,000 images), Mild DR (370 images), Moderate DR (900 images), Proliferate DR (290 images), and Severe DR (190 images). The dataset was divided into three parts: 60% for training, 20% for validation, and 20% for testing. This division aims to objectively train, monitor, and evaluate model performance on previously unseen data.

	To address data imbalance and prevent overfitting, an augmentation technique was used using the ImageDataGenerator from Keras. The methods used included ZCA whitening and a rotation range of 30 to increase the angular variation and distribution of the data. The training generator was set to shuffle=True to randomize the data sequence, while the validation and testing generators were not randomized (shuffle=False) to maintain evaluation consistency. This approach generated a variety of training data without requiring manual data augmentation.

	CNN (EfficientNetB3) was used as a local feature extractor due to its efficiency and accuracy. The model was loaded as pretrained from ImageNet and made non-trainable to preserve the initial weights. Dense and Dropout layers were added for multi-class classification and to prevent overfitting. Vision Transformer (ViT) The pretrained ViT model "google/vit-base-patch16-224-in21k" from Hugging Face was used to capture global spatial context. Images were converted into 16x16 pixel patches and then processed through a transformer encoder with a self-attention mechanism. ViT is effective for recognizing diffuse patterns in complex retinal images. The hybrid model combined the outputs of EfficientNetB3 and ViT using a concatenation approach. The combined results were fed to a Dense layer with a softmax activation function for five-class classification. The model was trained with the Adamax optimizer and Categorical Cross-Entropy loss for 50 epochs. Custom early stopping was implemented to terminate training when the difference between training and validation accuracy exceeded 30% at the end of an epoch, based on a predefined threshold of 0.3 set in the callback function.









Table 1. Comparison of Precision, Recall, and F1-Score Between CNN and CNN–ViT Hybrid Models
	Class
	CNN
	CNN-ViT

	
	Precisioon
	Recall
	F1-Score
	Precision
	Recall
	F1-Score

	Healthy
	0.97
	0.98
	0.97
	0.96
	1.00
	0.98

	Mild DR
	0.51
	0.78
	0.58
	0.57
	0.83
	0.67

	Moderate DR
	0.76
	0.69
	0.72
	0.77
	0.69
	0.73

	Proliferate DR
	0.70
	0.53
	0.61
	0.67
	0.43
	0.53

	Severe DR
	0.46
	0.47
	0.47
	0.64
	0.47
	0.55

	
	Accuracy: 0.76
	Accuracy: 0.78


	
Table I presents a comparative analysis of the classification performance between the standalone CNN model and the proposed hybrid CNN–ViT architecture across five classes of Diabetic Retinopathy (DR): Healthy, Mild DR, Moderate DR, Proliferative DR, and Severe DR. The evaluation metrics include precision, recall, and F1-score for each class, along with overall accuracy. The CNN model demonstrated high precision (0.97) and recall (0.98) in identifying the Healthy class, resulting in an F1-score of 0.97. However, its performance dropped significantly in minority or visually similar classes. For instance, the model showed an F1-score of only 0.58 for Mild DR and 0.47 for Severe DR, indicating difficulty in distinguishing subtle pathological features. The overall accuracy achieved by the CNN model was 76%. In comparison, the hybrid CNN–ViT model achieved a slightly higher overall accuracy of 78% and demonstrated improved performance across several minority classes. Notably, for Mild DR, the hybrid model improved the recall to 0.83 and the F1-score to 0.67, compared to 0.68 and 0.58, respectively, in the CNN model. Similarly, improvements were observed in Severe DR (F1-score: 0.55 vs. 0.47), suggesting better generalization in less-represented categories. However, the hybrid model recorded a slightly lower recall for Proliferative DR (0.43 vs. 0.53), which may indicate overfitting to dominant patterns in other classes. Overall, the hybrid architecture exhibited more balanced performance across all classes by leveraging CNN’s local feature extraction and ViT’s global contextual awareness. These results affirm the hybrid model’s potential in addressing class imbalance and visual similarity challenges in multiclass DR classification tasks.
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    Figure 2. (a) Images correctly identified by the model, (b) images incorrectly identified by the model		
Based on Figure 2, the model had difficulty distinguishing between the Mild DR and Moderate DR classes, which is likely due to the model's reliance on retinal blood vessel patterns. For example, in Mild DR images classified as Moderate DR, the blood vessel branching appears more complex, leading the model to misjudge the severity. Errors also occurred due to the model's inability to detect subtle lesions such as microaneurysms and exudates. In some images, signs of DR were faint, making it difficult for the model to distinguish Mild DR from a healthy retina. Furthermore, data imbalance played a role, as the Moderate DR class had 900 images, significantly more than the 370 images in the Mild DR class. This biased the model toward the majority class, leading to predictions favoring the class with which it was trained more frequently. Finally, the lack of visual variation in the Mild DR class, both in terms of lighting, lesion shape, and blood vessel patterns, further increased the likelihood of misclassification. The combination of visual ambiguity, non-salient features, and imbalanced data distribution was the leading cause of low accuracy in this class.

CONCLUSION

This study developed an automated diagnostic system for Diabetic Retinopathy (DR) using a hybrid deep learning architecture that integrates Convolutional Neural Networks (CNN) and Vision Transformers (ViT). The CNN model, based on EfficientNetB3, achieved an accuracy of 76%, demonstrating strong performance in classifying the Healthy class but struggled with minority classes such as Proliferative and Severe DR due to overlapping visual features and class imbalance. The proposed hybrid model, which combines local feature extraction from CNN with global spatial attention from ViT, improved classification balance across multiple DR stages, achieving an overall accuracy of 78%. Although the hybrid model slightly underperformed ViT in terms of top accuracy, it demonstrated more stable predictions, particularly in classes with visually distinct features.

The results highlight that combining CNN and ViT architectures enhances model robustness and generalization. With further optimization—such as balanced data distribution, hyperparameter tuning, and advanced augmentation—the hybrid model has strong potential to serve as a reliable tool for automated DR screening in clinical settings.
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