Detecting Indications of Pneumonia from X-Ray Images Using VGG-19
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Abstract. Pneumonia is a condition characterized by inflammation of the lungs, resulting in reduced lung function. It is a major cause of mortality globally and imposes a substantial health burden, particularly in Indonesia, where the number of cases remains high. This study proposes a deep learning-based approach using the Visual Geometry Group (VGG-19) to detect Pneumonia from chest X-ray images which highlights its potential for improving diagnostic accuracy. Our model achieved an accuracy of 91.34% in detecting Pneumonia. Even though this study encountered some limitations such as hardware CPU constraints and runtime issues, our findings indicate that VGG-19 can be a reliable method for Pneumonia detection. Future research can build on these results to further enhance the diagnostic performance. 
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INTRODUCTION
Pneumonia is an acute infection caused by microorganisms which include viruses, bacteria, and fungi. Bacteria such as Streptococcus and Mycoplasma are among those that could cause Pneumonia [1]. In addition to that, viruses such as Influenza viruses and Adenoviruses could also contribute to being the cause. One of the ways that these microorganisms could be transmitted is by air pollution, which is common in Indonesia. The infection that these microorganisms create would then cause the inflammation of the lungs, specifically the alveoli, where the alveolar sacs are filled with fluid. This could result in breathing difficulty and extreme chest pain. Pneumonia itself could be detected through x-ray images of the lungs. Pneumonia has been one of the leading causes of death in the world, affecting those living in the West to those living in the East, from third world countries to first, paying no exception, seeing that it affects the youngest to the oldest of individuals within the society. Apart from the transmission of infection across the body, people with Pneumonia can face mortality risks. Indonesia is no exception to that. Pneumonia cases in East Java remained notably elevated until August 2022 [2]. Such high mortality rates of pneumonia deaths among the population have ranked Indonesia one of the highest in the world, outranking other Southeast Asian countries, which causes a substantial health burden in Indonesia [3]. 
A neural network model could then be created and trained to identify whether a particular image of a lung X-ray shows indications of Pneumonia [4]. CNN’s limitations in Pneumonia classification are primarily attributed to its inability to effectively detect edges, a critical step in accurately identifying the presence of Pneumonia. This limitation is substantiated by the findings of Amrulloh, Y.A., et al., who demonstrated that edge detection techniques in Pneumonia classification are inherently flawed, hindering the model's ability to accurately diagnose the disease [5]. Another example, a study by Wang et al. also highlighted the challenges of using CNN in Pneumonia classification, especially in terms of prioritizing hyperparameters to achieve optimal performance. This suggests that the choice of hyperparameters can be critical in determining the accuracy of the model [6]. In addition to that, CNN models show struggle when being trained on limited datasets, making them very inaccurate. It is also found that CNN models work better with specific CNN architecture and preprocessing techniques. Thus, this study specifically emphasizes the utilization of deep Convolutional Neural Network (CNN) architectures and efficient preprocessing strategies to enhance the accuracy of the model.
This work aims to study the difference between Pneumonia and non-Pneumonia lungs using deep learning. Specifically, we employ the VGG-19 deep CNN architecture to perform image processing and identify the presence of Pneumonia in X-ray images. The dataset, sourced from Kaggle, includes two sets of images: normal lung X-rays and Pneumonia-infected lung X-rays. Through Image preprocessing and combining these datasets, we compute the number of white pixels present in the X-ray image. Afterwards, the processed images are then classified to determine whether they indicate signs of Pneumonia.
LITERATURE REVIEW
DISEASE DETECTION
There are multiple methods in detecting a disease using machine learning algorithms. Usually, disease detection is obtained through a patient’s medical background and physical assessments such as X-Ray examinations. By using machine learning, it is often easier to identify malignant cells in a microscopic image rather than visually inspect the images. Early disease detection can significantly improve public health outcomes by identifying and controlling the spread of infectious diseases, thereby aiding government vaccination campaigns, and benefiting the public. A study conducted by Ashan et al., shows that several diseases like heart disease, kidney disease, breast cancer, diabetes, Parkinson’s, Alzheimer’s, and COVID-19 can be detected by using machine learning [7]. Most of these diseases can be identified using tabular data types, whereas COVID-19 and breast cancer are notable exceptions, as they require image classification for diagnosis in addition to Pneumonia [8].
IMAGE CLASSIFICATION USING X-RAY IMAGE FOR PNEUMONIA
Image classification is a process in machine learning, a part of computer vision, that consists of many kinds of performance and application level, which includes object detection, image feature extraction, video classification, object tracking, super-resolution technology, and many more [9]. There exist many methods that can be used to perform image classification, one of them being CNN (Convolutional Neural Network). CNN is a computer neural network that mimics the anatomical vision system, constructed by researchers through their inspiration of Huber and Weisel’s study on a cat’s visual cortex. 
Besides CNN, there exists SVM (Support Vector Machine) as an alternative method in image classification. SVM is a kernel-based learning algorithm that is one of the most widely used in machine learning. They function as linear binary classifiers, which is a type of classification that decides based on the linear combination of the image’s features. SVM works through a learning process, where an iterative process of creating a constructive classifier with an optimal decision boundary is done [7]. A study by Rela et al, has shown an image classification of detecting liver tumor using SVM method with an accuracy of 84.6% [10].
Another popular method that is commonly used in image classification is Random Forest. Random Forest is a classifier and an algorithm that is most used to solve classification and regression problems [7]. Unlike SVM, Random Forest uses ensemble classification, which is a classification method that involves learning a set of classifiers and combining their predictions. 
Image classification has a significant application in medical diagnostics, such as detecting and segmenting diseases like kidney disease detection and segmentation, breast cancer, COVID-19, brain tumor, melanoma skin cancer, and Pneumonia [7]. Pneumonia, for instance, is a lung disease which affects the alveolar sacs in either one or both lungs [11]. Studies have shown that X-ray imaging emerges as a pivotal technology due to its rapid acquisition and straightforward accessibility for Pneumonia detection [12]. X-ray images of patients diagnosed with Pneumonia in FIGURE 1 and healthy controls can also be used to train and validate the deep learning model for Pneumonia detection [13].
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FIGURE 1. X-ray image indicating the presence of pneumonia.
VISUAL GEOMETRY GROUP (VGG-19)
Visual Geometry Group network is a deep neural network with multilayered operation. It is based on the CNN model and is applied on the ImageNet dataset.  It has 3x3 convolutional layers on top to increase depth and uses max pooling layers to reduce the size of the data. According to research by Mateen, et al., when compared to other methods like AlexNet or SIFT, VGG-19 exhibits superior performance, as evidenced by its higher classification accuracy [14]. Another research by Ikechukwu, et al. demonstrated that VGG-19 achieved an accuracy rate of 97.3% outperforming ResNet-50 and IykeNet [15]. Thus, we chose VGG-19 as a method for our Pneumonia detection owing to its ability to accurately classify medical images which is crucial for precise detection for Pneumonia cases. 
MethodS
The method’s flow diagram is shown in FIGURE 2. encompasses sequential stages starting from data collection, proceeding through image preprocessing, classification, and evaluation.
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FIGURE 2. Flow diagram of the method.
DATA COLLETION
This research utilizes publicly available Chest X-Ray images from Kaggle. First, there are two sets of datasets, the first one being the dataset for training, and the second one being the dataset for testing. The dataset consists of two categories of x-ray images, which are x-ray images of normal lungs, and x-ray images of lungs with Pneumonia. TABLE 1. states in detail the amount of Chest X-Ray images for the training and testing of the model.

TABLE 1. Normal and pneumonia training and testing data
	
	Normal
	Pneumonia

	Training
	1341
	3875

	Testing
	234
	390

	Total
	1575
	4265



FIGURE. 3. (A) AND (B) show two examples of Chest X-Ray images that are part of the dataset. (A) belongs to that of a normal lung, and (B) right one belongs to a lung with Pneumonia.
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	FIGURE 3. (A) CXR example of normal lungs. (B) CXR example of lungs with pneumonia.


IMAGE PREPROCESSING
Before the model training was executed, we did some data preprocessing. First, to ensure the balance of uniformity for the dataset, whitening transforms [16], rotating, shifting, rescaling, and adjusting the zoom levels of the image datasets were done to reduce correlations as well as create different imaging conditions. This helps to create a wider variety and adds a new perspective for the model to learn from.
CLASSIFICATION
In this research, we adapted the pretrained VGG-19 model to suit the input data. The specific architecture employed is described in TABLE 2. In order to mitigate overfitting, this work implements early stopping with a patience value of 3. Additionally, the model is constructed using Adam's optimizer with an initial learning rate of 0.0001 for a total of 20 epochs.

TABLE 2. VGG-19 architecture
	No
	Layer Type
	Size
	Activation
	
	No
	Layer Type
	Size
	Activation

	1
	Input
	224 x 224 x 3
	-
	
	13
	Convolution
	28 x 28 x 512
	ReLU

	2
	Convolution
	224 x 224 x 64
	ReLU
	
	14
	Convolution
	28 x 28 x 512
	ReLU

	3
	Convolution
	224 x 224 x 64
	ReLU
	
	15
	Max Pooling
	14 x 14 x 512
	-

	4
	Max Pooling
	112 x 112 x 64
	-
	
	16
	Convolution
	14 x 14 x 512
	ReLU

	5
	Convolution
	112 x 112 x 128
	ReLU
	
	17
	Convolution
	14 x 14 x 512
	ReLU

	6
	Convolution
	112 x 112 x 128
	ReLU
	
	18
	Convolution
	14 x 14 x 512
	ReLU

	7
	Max Pooling
	56 x 56 x 128
	-
	
	19
	Max Pooling
	7 x 7 x 512
	-

	8
	Convolution
	56 x 56 x 256
	ReLU
	
	20
	Flatten
	25088
	-

	9
	Convolution
	56 x 56 x 256
	ReLU
	
	21
	Dense
	512
	ReLU

	10
	Convolution
	56 x 56 x 256
	ReLU
	
	22
	Dense
	1
	Sigmoid

	11
	Max Pooling
	28 x 28 x 256
	-
	
	
	
	
	

	12
	Convolution
	28 x 28 x 512
	ReLU
	
	
	
	
	


EVALUATION
The results obtained from the proposed model are estimated using various metrics including accuracy, precision, and F1 score. Additionally, this metric also requires brief definitions of four terms, namely “false positive (FP)”, “true positive (TP)”, “false negative (FN)”, and “true negative (TN)”. FP is a term that refers to samples that are part of the negative class but are predicted to belong to the positive class. TP is a term that refers to samples that are classified as positive and are also part of the positive class. FN is a sample that is part of the positive class but is anticipated or prevented from becoming part of the negative class. TN is a sample that is classified as negative and is also included in the negative class. Equations 1-4 are the metrics used for predictions of the proposed model:
	
	(1)

	
	(2)

	
	(3)

	
	(4)



In addition to these ethical considerations, we ensured fairness by eliminating any possible biases that could potentially be present in the trained model. Much attention was paid to any possible source of bias, such as towards demographic imbalances or unequal representation in the dataset. Since the dataset had more data representing CXR images of lungs with pneumonia, we decided to create duplicates of data representing CXR images of normal lungs. This was done to reduce the gap in amount between CXR images of normal lungs and lungs with pneumonia. 
All in all, efforts were taken to foster accountability and integrity within every research process. Through these ethical considerations, this research aims to uphold the highest standards of accountability and integrity.
RESULTS AND DISCUSSION
EVALUATION
The dataset used in this experiment was taken from the publicly available Chest X-ray images dataset from Kaggle. This dataset contains a total of 5.840 frontal view Chest X-ray images, all sourced from unique patients. These CXR images consist of those of normal lungs and those of lungs with Pneumonia. There are also three separate files, each containing CXR images, used for training, testing, and evaluating.
IMAGE PREPROCESSING
To prepare the CXR images for training the VGG-19 model, some data preprocessing was done. To enhance the model’s ability to generalize, and reduce augmentation bias, data augmentation techniques were done. These techniques included shifting the width, height, rotation range, as well as zooming the CXR images in or out [9].
ANALYSIS & CLASSIFICATION
The VGG-19 architecture was employed as the primary deep learning model for detecting indications of pneumonia from CXR images. The model was trained using the preprocessed CXR dataset, while keeping a focus on optimizing the performance metrics, such as accuracy, precision, recall, support, and the F1-score. 
During training, the model underwent 6 epochs with an early stop at 3 epochs (to take the best epoch), having a batch size of 32 and learning rate of 1x10-4. The performance of the VGG-19 models in detecting indications of Pneumonia from CXR images is good, with an overall accuracy of 0.9134 or 91.34% on the test.
Our proposed model is compared with other methods such as SVM and Random Forest Classification. Using LibSVM, the SVM method to detect Pneumonia obtained an accuracy of 91.9% [17], while MOMHTS algorithm optimized HRFDL classifier using Random Forest obtained an accuracy of 99% [18]. LibSVM achieved 97.9% precision, while HRFDL achieved 99% precision. The comparison of accuracy for each method is shown in FIGURE 4. In comparison, our proposed VGG-19 model obtained 93% precision. The comparison of precision for each method is shown in FIGURE 5. Furthermore, LibSVM achieved an F-score of 94.6%, HRFDL achieved 99%, and our proposed VGG-19 model achieved 93%. The comparison of F-score for each method is shown in FIGURE 6.
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FIGURE 4. Comparison accuracy performance on each technique (%)
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FIGURE 5. Comparison precision performance on each technique (%)
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FIGURE 6. Comparison f-score performance on each technique (%)
EVALUATION MATRIX


With an overall accuracy of 91.34%, our model demonstrates a high level of correctness in classifying both Pneumonia and non-Pneumonia from CXR images. TABLE 3 shows the precision, recall, F1-score, and support score:

TABLE 3. Normal and pneumonia evaluation metrics
	
	Normal
	Pneumonia

	Training
	1341
	3875

	Testing
	234
	390

	Total
	1575
	4265



Precision quantifies the proportion of positive predictions that are correct. This means that for our model, 89% of the cases predicted as non-Pneumonia were indeed non-Pneumonia. Recall measures the ability to correctly identify all positive instances out of the actual positives. F1-score is the harmonic mean of precision and recall, providing a balanced measure of the model’s overall accuracy.
CONCLUSIONS
In conclusion, this study presents a deep learning-based approach using the VGG-19 to detect Pneumonia from Chest X-Ray images. The proposed model demonstrates a high level of accuracy in classifying both Pneumonia and non-Pneumonia cases from CXR images, with an overall accuracy of 91.34%. The results show that the model is effective in identifying Pneumonia with a precision and recall at 0.93 for positive while 0.89 for negative cases. Although it isn’t as high as some other methods compared, this suggests that the VGG-19 model has the potential to improve diagnostic accuracy in Pneumonia detection. 
Despite our efforts, we couldn’t reach a higher accuracy due to hardware CPU limitations and runtime constraints. Nevertheless, this study highlights that VGG-19 can be a reliable method for detecting diseases like Pneumonia. We hope that future studies can build on this work and achieve even greater results. Future works can build upon our work by addressing the limitations we encountered. Specifically, enhancing the model, improving the computational infrastructure, and optimizing preprocessing techniques that can contribute to even better accuracy in detecting Pneumonia. Additionally, during the preprocessing process, future studies can focus on creating a more balanced dataset, which could improve the model’s performance to greater accuracy in Pneumonia detection. 
This study emphasizes data preprocessing and augmentation techniques which highlights the importance of these steps in enhancing the model’s ability to generalize and reduce biases. Overall, the research contributes to the development of more accurate and accessible diagnostic tools for Pneumonia which could help the public health sectors especially in areas where the disease is prevalent like Indonesia. 
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