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Abstract. Health anxiety functions as a vital psychological element that affects the quality of life and therapeutic results for people with chronic illnesses, although healthcare professionals seldom handle it adequately. The research investigates the effectiveness of Artificial Neural Networks (ANN) and Random Forest (RF) algorithms in predicting health anxiety levels through self-reported psychometric data from chronic patients in Semarang, Indonesia. The study utilized 394 records obtained using the 18-item Short Health Anxiety Inventory (SHAI), a psychometrically validated instrument for assessing health anxiety domains. The RF model, applying Gini Index optimization, displayed 92.5% accuracy at the 10% test size scenario, while the successful ANN model results amounted to 70.00% but showed a performance discrepancy of 22.50%. The research demonstrates that Random Forest has outstanding potential as a reliable, understandable, and efficient diagnostic approach, facilitating the development of AI-based diagnostic tools for clinical mental health applications. The most influential and purposeful variables used in classifying health anxiety were somatic preoccupation, symptom monitoring, perceived consequences of illness, and age, as indicated by feature importance analysis. 
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INTRODUCTION
Chronic diseases are medical conditions that require more than twelve months to treat, significantly compromising the quality of life and functional capacity of patients [1]. They constitute long-term physical, psychological, and socioeconomic burdens [2]. In Indonesia, these diseases tend to extend to more than six months, and they interfere with biological, psychological, and sociocultural functioning [3]. Their physical effects are well-documented, but little is known about the psychological aspect, specifically the health anxiety, despite its linkages to treatment adherence and healthcare use [4,5]. This highlights the importance of efficient early screening and assessment tools that would be applicable in clinical practice.
Predictive health analytics has seen the rise of artificial intelligence (AI), which is used in the diagnosis of anxiety, depression, and stress disorders [6, 7, 8]. More complex models, such as deep neural networks, have high predictive accuracy [9, 10], but are commonly criticized for being black boxes, which restricts their interpretability and clinical implementation [11]. This is particularly concerning in low-resource health systems, where models must be transparent and easily deployable to be trusted by practitioners and scalable [12]. Despite the potential of ensemble and neural network models, such as Random Forest (RF) and Artificial Neural Networks (ANN), in health-related tasks [13,14], there is a limited systematic comparison of the models in predicting health anxiety, especially in the Indonesian context [15].
This research fills this gap by conducting a comparative analysis of RF and ANN in the assessment of health anxiety of patients with chronic diseases. The contributions are three-fold: (1) a high-fidelity head-to-head comparison of optimized RF and ANN models on a dataset of 349 Indonesian patients, (2) the identification of the most important psychometric features related to health anxiety to make the models more interpretable, and (3) the analysis of the accuracy-interpretability trade-off, which provides practical guidance on the deployment of AI-based mental health assessment tools in resource-limited clinical settings. Placing this study in both methodological and clinical contexts, the paper will contribute to the development of integrating AI into transparent and scalable healthcare solutions.
LITERATURE REVIEW
Anxiety
[bookmark: OLE_LINK2]Anxiety, especially in the context of chronic illness, often contains a psychosocial element in the form of an interaction of emotional and physiological responses. The central aspect of anxiety is that it is associated with intolerance of uncertainty, which interferes with the emotional regulation process [16]. The only issue here is health anxiety, but a specific subtype of anxiety, that becomes of special concern in the cases of chronic illnesses. The phenomenon of health anxiety is described as persistent fear, exaggerated perception of risk, and physiological manifestations such as an increase in heart rate [17]. The presence of childhood trauma is a determinant of health anxiety severity [18], given that this latter association has a lasting effect on adult mental health. Pathological health anxiety is extremely detrimental to cognitive and emotional functioning. The enhanced priming of the bilateral amygdalae that drives pathological health anxiety appears to be associated with exaggerated pathological responses to benign bodily sensations and a tendency to misconstrue these sensations as harbingers of severe illness [19].
Factors Risk of Anxiety in Patients with Chronic Disease
Comorbid chronic disease in conditions such as HIV increases anxiety symptoms, and patients are 2.5 times more likely to have elevated psychological distress compared with patients with no comorbid conditions [20]. Social determinants of anxiety are intricately linked, and the pervasiveness of stigma needs interventions addressing both psychosocial and medical needs. Reducing stigma and creating an environment that is supportive towards such individuals plays a crucial role in diminishing the psychological burden borne by the affected.
Income, Social Support, Social Activities, and History of Trauma
Key anxiety determinants among elderly patients include income level, social engagement, and trauma history. Financial dependency in old age can be a provocation source to increase anxiety because of intergenerational stress and the lack of autonomy. On the other hand, if a patient has insufficient social support or a narrow network of close contacts, this psychiatric burden is made worse among those with chronic conditions [21][22].
Alone, elderly individuals feel more anxious, and in addition to aging processes and disease progression, are further isolated through social participation decline. Furthermore, a history of trauma has a profound impact on mental health. Among them, defence mechanisms such as avoidance impede the use of relevant coping strategies for managing chronic illnesses [23][24]. Taken collectively, these factors highlight the complex interplay between socio-economic, relational, and psychological domains, underscoring the need for an intervention that targets simultaneously the emotional and social needs of individuals with chronic disease.
Related Studies
Random Forest is a robust ensemble algorithm that can produce very high predictive performance and exhibits good resistance to overfitting; therefore, it is well-suited for complex clinical datasets [25, 26]. Its performance is dictated by splitting criteria, such as the Gini Index, which determines the class impurity of an efficient split, and a criterion called Entropy, which addresses information giving to deal with data uncertainty [27].
Artificial Neural Networks (ANNs) are great at capturing complex, non-linear patterns of interest in psychological data [28, 29]. Activation functions have a significant impact on their ability. The current work contrasts the classic Sigmoid with the contemporary default, Rectified Linear Unit (ReLU), which is characterized by its computational grounds and usefulness in thwarting the vanishing gradient issue in deep nets [32, 33]
METHODOLOGY

	The process of this research followed a systematic pipeline (FIGURE 1), starting with data acquisition and preprocessing, model development, hyperparameter optimization, and performance evaluation and interpretability analysis. This multi-stage design was able to guarantee reproducibility and clinical relevance in the prediction of health anxiety in chronic disease patients.. 

FIGURE 1. Conceptual Framework of the Health Anxiety Prediction Pipeline using ANN and Random Forest
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Data Acquisition and Preprocessing
	The dataset included 394 anonymized patient responses collected at one of the most extensive primary healthcare facilities in Semarang, Indonesia. The entries included demographic data (age, gender, diagnosis) and psychometric data from the 18-item Short Health Anxiety Inventory (SHAI), which was divided into a main section (14 items) and a section on negative consequences (4 items). To standardize feature representation, responses were numerically encoded (A = 0, B = 1, C = 2, D = 3).

TABLE 1. Structure and dimension of the health anxiety dataset
	Feature Group
	Number of Variables
	Example Column

	SHAI Main Section
	14
	AOB 3, TSA 5

	SHAI Negative Consequence
	4
	PCI 17, PLD18

	Total Score
	1
	SHAI Total Score

	Class Label
	1
	Anxiety Level

	Demographics
	3
	Gender, Diagnosis, Age



To clarify, the representative SHAI columns were assigned shorter notations that can be used in modeling. The AOB (Awareness of Bodily Sensations, question 3), TSA (Threat of Serious Ailment, question 5), PCI (Perceived Consequence of Illness, question 17), and PLD (Perceived Loss of Dignity, question 18) are Awareness of Bodily Sensations, Threat of Serious Ailment, Perceived Consequence of Illness, and Perceived Loss of Dignity, respectively. The abbreviations represent the cognitive and behavioral areas of the SHAI inventory.
The sum of SHAI points (0-54) was calculated for each participant and subdivided into four groups: non-clinical, mild, moderate, and severe anxiety. Data quality control was applied, which excluded incomplete responses. Stratified thresholds were used to maintain class balance, and the data was divided into training and test sets (with a 90:10 ratio). The composition of the datasets is presented in a structured format in Table 1, while Table 2 provides examples of encoded responses and categorical labeling.







TABLE 2. Sample of encoded Shai responses and classification
	Participant ID
	AOB 3
	TSA 5
	PCI 17
	PLD 18
	…
	Total Score
	Anxiety Level

	P001
	1
	3
	3
	2
	…
	32
	Moderate

	P017
	2
	1
	3
	0
	…
	13
	No Anxiety

	P018
	3
	3
	2
	3
	…
	41
	Severe

	…
	…
	…
	…
	…
	…
	…
	…




TABLE 2 shows the simplified coding image of the SHAI responses that have been encoded, the generated total score, and the anxiety category that protrudes as a result thereof. Although not all the items of SHAI are provided to explain the point, the use of all 18 features was included in the machine learning pipeline. The style is designed to be readable yet selective, allowing for reproduction in a narrow-page environment. Data supporting this study are available from repository (original 	primary datasets) at https://bit.ly/originaldatasets. Access to the data is subject to approval and a data sharing agreement due to health ethics. 
Artificial Neural Network (ANN)
Artificial Neural Networks (ANNs) were implemented to capture non-linear psychometric patterns. The architecture consisted of 72 features in the input layer, two hidden layers (128 and 64 neurons), and four nodes in the output layer with softmax activation. Two activation functions, ReLU (Equation 1) and Sigmoid (Equation 2), were used, as they are commonly used in clinical predictive modeling [30].
(( (					(1)
						(2)
Optimization was performed using Adam and SGD, with the loss function being categorical cross-entropy. To reduce overfitting, early stopping with validation monitoring was applied. Comparing accuracy, precision, recall, and F1-score over several training runs identified the best configuration.
Random Forest (RF)
Random Forest, an ensemble method of decision trees, was chosen because of its robustness and interpretability. All trees were built on randomly sampled training data, and a majority vote combined predictions. Two splitting criteria were compared, Gini Index (Equation 3) and Entropy with Information Gain (Equations 4-6). 
					(3)

 				 (4)

 			(5)
					(6)
Hyperparameter tuning was performed by varying the number of estimators (10-100) and test sizes (0.1-0.4). Model stability was evaluated using five-fold cross-validation, and the optimal setup was chosen by balancing training and testing accuracy.
[bookmark: OLE_LINK4]Feature Importance Analysis
To improve clinical interpretability, the RF feature importance was extracted based on the mean decrease in Gini impurity. The top predictive features were identified (e.g., somatic preoccupation, symptom monitoring, age, and disease-related literacy), and the healthcare practitioners could use this information to prioritize early screening and intervention.
Evaluation Metrics
[bookmark: OLE_LINK5][bookmark: OLE_LINK3]Four standard metrics tested ANN and RF models. Accuracy was a measure of overall correctness in classification (Equation 7). The proportion of correct optimistic predictions was measured as precision (Equation 8), the proportion of actual positives that were correctly identified was measured as recall (sensitivity) (Equation 9), and the F1-score (the harmonic mean of precision and recall) (Equation 10) gave a balanced assessment that is particularly pertinent to clinical decision-making [30].
		(7)
             	       	                    	 (8)
					(9)
					(10)
RESULT AND DISCUSSION
[bookmark: OLE_LINK11]
	The study will conduct a comparative performance study of Artificial Neural Networks (ANN) and Random Forest (RF) to classify the status of health anxiety in chronically ill patients. With a dataset of 394 anonymized records, this research evaluates the performance of models using a 90/10 train-test split, which helps ascertain a robust and unbiased measure of the generalization capability. The evaluation targeted the generalizing power and sensitivity, as well as practical utility for healthcare classification of each model.

FIGURE 3. ANN Testing Scenario
[image: ]

Figure 3 presents the ANN results, and the ReLU activation achieved a training accuracy of 70.45% and a testing accuracy of 70.00%. The narrow difference between training and testing accuracy suggests limited overfitting; however, the overall performance remained modest, indicating that the ANN has difficulty in capturing complex psychometric trends in tabular data. There were the highest frequencies of misclassifications in moderate-to-severe anxiety cases, which reflects low sensitivity. The same results have been observed in previous research where shallow ANNs failed in structured health data [34].




FIGURE 4. Random Forest Testing Scenario Gini
[image: ]

By contrast, the Random Forest model performed significantly better. It achieved a training accuracy of 100 percent and a testing accuracy of 92.50 percent, as demonstrated in Figure 4 (using the Gini criterion). Although a training score of 100 percent is a possible indication of overfitting, the model’s strong test performance demonstrates robust generalization. The entropy criterion (Figure 5) had a slightly lower but still higher testing accuracy of 90.00 percent compared to the ANN. Such consistency of criteria validates the reliability of RF, which is consistent with previous research on its robust flexibility in clinical prediction tasks [35]. 

FIGURE 5. Random Forest Testing Scenario Entropy
[image: ]

The summarized results are presented in Table 3; the Gini-based RF demonstrated the best overall performance (F1 = 92.65) in comparison to the ANN (F1 = 58.09). This 22 percent margin highlights the diagnostic value of RF, especially when it comes to reducing misclassification of high-anxiety patients. Supporting evidence from other healthcare AI studies also highlights the better precision-recall trade-off of RF [36].

TABLE 3. Accuracy comparison across ML models

	Model
	Test Accuracy (%)
	Precision
	Recall
	F1 Score

	ANN (relu)
	70.00
	49.48
	70.34
	58.09

	ANN (sigmoid)
	70.00
	49.48
	70.34
	58.09

	Random Forest (Gini)
	92.50
	93.21
	92.50
	92.65

	Random Forest (Entropy)
	90.00
	89.48
	90.00
	89.05



For interpretability, Figure 6 (Confusion Matrix) illustrates that RF had balanced predictions in all classes, whereas ANN classified severe cases as mild ones. The most influential predictors identified by the Random Forest model were somatic preoccupation, symptom monitoring, age, and disease-related literacy. The results also increase clinical relevance by guiding practitioners of important psychometric indicators of early intervention, in line with the demands of explainable AI in healthcare [37].







FIGURE 6. Confusion Matrix Random Forest and ANN
[image: ]

In summary, RF consistently outperformed ANN in both predictive. Such findings justify the use of ensemble approaches as more practical in low-resource healthcare systems for psychological assessment. The identification of influential features also enhances the novelty of this study, as it provides evidence-based information for clinical implementation in the Indonesian chronic disease setting.
CONCLUSION
[bookmark: OLE_LINK12]This research showed that Random Forest (RF) performed better than Artificial Neural Networks (ANN) in predicting health anxiety in patients with chronic diseases, with a testing accuracy of 92.50 percent and an F1-score of 92.65 percent, compared to 70.00 percent accuracy and a 58.09 percent F1-score for ANN. Although the ANN demonstrated stable convergence, its predictive ability was low, particularly in differentiating severe cases of anxiety. Conversely, RF, in addition to having a greater generalizability, also yielded interpretable results, with somatic preoccupation, symptom monitoring, disease-related literacy, and age becoming the most important predictors. These results underscore the practical applicability of ensemble techniques in clinical psychology, offering valid and interpretable tools to identify health anxiety in low-resource healthcare facilities at an early stage. The potential future developments of this approach include utilizing larger datasets and hybrid architectures that combine the explainability of RF with the representational power of deep learning, thereby further supporting the responsible application of AI in mental health assessment. 
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