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Abstract. Batik is an Indonesian cultural heritage rich in philosophical and aesthetic meaning. However, the manual identification of batik motifs faces challenges, including reliance on individual expertise and the risk of human error. Advancements in computer vision and existing technologies offer a solution for the automatic classification of batik images. This study proposes a hybrid VGG16-SVM method with geometric augmentation for classifying Batik Nitik images. VGG16 is utilized to extract complex features from the images, while the SVM is responsible for the classification. The dataset used is "Batik Nitik 960," comprising 960 images across 60 categories. The preprocessing stage involves resizing the images to 224x224 pixels and normalizing them. Geometric augmentations, such as rotation (+30/-30 degrees) and zoom (1.2x/2.0x), as well as a combination of both, were applied to the training data to enhance data variation and improve model generalization. The model was evaluated using accuracy, precision, recall, and F1-score metrics. This research proposes and evaluates a hybrid VGG16-SVM method for batik image classification, comparing its performance with that of a traditional SVM that utilizes manual features. The effect of geometric augmentation on both models is also analyzed. The results show that the hybrid VGG16-SVM method achieves perfect accuracy (1.00) in all scenarios, demonstrating its robustness against augmentation. This performance significantly surpasses the traditional SVM, whose accuracy dropped from 0.98 to 0.88 when augmentation was applied.
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Batik is more than just fabric; it is a globally recognized Indonesian cultural heritage, representing the country's rich traditional art with profound meanings embedded in each pattern (1). Every region in Indonesia possesses distinct batik motifs, imbued with significant philosophical and aesthetic values (2). In the era of globalization, many local cultures are facing erosion due to the influence of foreign cultures. Without proactive efforts to promote and preserve batik, younger generations may become more inclined towards foreign cultural products. Furthermore, many young people and the public admire batik's beauty without fully comprehending its philosophical significance or specific types. Therefore, the preservation of batik is not only vital for maintaining cultural identity but also holds substantial economic value through its textile industry.
The manual identification of batik motifs often faces numerous challenges, including dependence on individual expertise, time-consuming processes, and a potential for human error. With advancements in technology, automated batik image classification using computer vision approaches presents a significant solution, offering advantages such as cultural conservation support, digital documentation, motif cataloging for industrial purposes, and enhanced academic research in image processing. However, a primary challenge in batik image classification lies in the high complexity and variability of batik motifs, demanding highly accurate pattern recognition.
Recent technological developments in image processing, particularly in machine learning and deep learning, have opened new opportunities for image classification. Deep learning, with its capacity for automatic feature extraction, has demonstrated superior performance compared to traditional methods that rely on manual feature processing (3). One prominent deep learning model is VGG16, known for its effectiveness in extracting features from image data due to its 16-layer architecture. This deep architecture enables VGG16 to learn features hierarchically, from basic patterns such as edges and textures in the early layers to more complex patterns in the deeper layers. Previous studies (4) have showcased VGG16’s capabilities. For instance, research utilizing VGG16 with fine-tuning for classifying 500 batik images achieved 95.83% accuracy without data augmentation and 98.96% with data augmentation. Another study (5) employed VGG16 and ResNet50 with fine-tuning, reporting VGG16 accuracies of 78.79% without augmentation and 84-85% with various data augmentation techniques, indicating performance improvement.
On the other hand, Support Vector Machine (SVM) is an effective machine learning method for classification due to several advantages, including good performance on high-dimensional data and efficient memory usage as it relies only on support vectors (6). Its ability to maximize the separating margin between classes often leads to well-generalized models. However, SVM also has limitations, including sensitivity to parameter selection and the requirement for extensive training datasets. Prior research (7) classifying 12 Banten batik motifs using SVM achieved good results, with 85% accuracy for order 1 and 87.2% for order 2. Another study (8) using SVM and Decision Tree (DT) for classification obtained 0.71% accuracy with SVM and 0.69% with DT.
The hybrid method proposed in this research explicitly separates the tasks of feature extraction and classification. VGG16, as a deep learning model, is utilized as an automatic feature extractor to transform raw image data into high-dimensional numerical representations rich in visual information. These generated feature vectors then serve as input for Support Vector Machine (SVM), a machine learning model that functions as the final classifier. This approach is chosen to combine the strengths of VGG16's deep architecture in learning complex patterns with the effectiveness of SVM in classifying high-dimensional data. This combination is expected to yield a more accurate classification process compared to single methods. Previous studies (9) have also applied this hybrid method; research using a hybrid VGG16-SVM achieved maximum accuracy, precision, and recall of 76.4%, 76.5%, and 76.4% respectively, using a linear kernel. Furthermore, research (10) proposed a CNN-SVM hybrid for handwritten digit recognition, involving the automatic generation of features using a CNN and the prediction of output layers using SVM, which achieved a classification accuracy of 99.28% on the MNIST handwritten digits dataset. 
In the context of batik image processing, some existing constraints include overfitting, class imbalance, and a lack of innovation in batik motif datasets. Previous research (11) suggested that future studies could increase dataset size, use K-fold cross-validation to prevent overfitting, and explore fine-tuning with various optimizer types. Additionally, studies proposed (12,13) implementing advanced augmentation techniques for batik images to achieve better results in recognizing batik characteristics by providing diverse data variations.
Building on previous research, this study identifies that data augmentation, such as rotation, zoom, and a combination of both, is necessary to overcome the limitations of batik image datasets, which are often limited. Data augmentation can enhance the model's ability to recognize batik motifs under various conditions, thereby increasing the accuracy of the employed model. This research aims to develop an accurate and efficient batik image classification method using the Hybrid VGG16-SVM approach, which leverages geometric augmentation. By combining VGG16's powerful feature extraction capabilities, SVM's classification proficiency, and geometric augmentation techniques, this research is expected to make a significant contribution to batik image processing. 

LITERATURE REVIEW
Previous studies (9) have developed different approaches to classifying batik motifs, using both traditional and deep learning-based methods. Research employed a hybrid method, combining VGG16 as a feature extractor with a Support Vector Machine (SVM) as the classifier. Various SVM kernels, including linear, polynomial, and sigmoid, were evaluated, with the highest average accuracy achieved with the linear kernel at 82.3%. The testing accuracy reached 87.5% when a combination of linear and polynomial kernels was used. The problems faced in this study included the visual similarity of batik motifs between the Bengkulu and Jambi regions, as well as the poor performance of the sigmoid kernel in the classification process.
Another approach utilized conventional machine learning methods, incorporating various feature extraction techniques, such as the Multi-Texton Co-Occurrence Descriptor (MTCD), Complete Multi-Texton Histogram (CMTH), and Gray Level Co-occurrence Matrix (GLCM). Several classification algorithms were used, including K-Nearest Neighbor (KNN), SVM, and Decision Tree (DT). The classification results showed that the combination of MTCD and SVM yielded an accuracy of 71%, CMTH and SVM achieved 67%, while GLCM with DT only reached 58%. The main challenges in this approach included difficulties in motif identification and search processes, a lack of new motif innovation, and the limitation of a well-annotated dataset (8).
Meanwhile, deep learning-based approaches have shown excellent performance. One study (14) utilized a VGG16 architecture modified through an end-to-end fine-tuning process as the classification model, achieving an accuracy of 98.72%. Although the study did not explicitly mention the obstacles faced, common challenges in batik classification, such as the visual complexity of motifs, stylistic diversity, and the need for a representative dataset, remain primary concerns in the development of automatic classification systems.
This literature review highlights a diverse range of approaches for batik image classification, spanning from traditional feature extraction methods combined with classic classifiers to more sophisticated deep learning and hybrid models. Generally, deep learning-based models, especially those utilizing the VGG16 architecture, show superior performance compared to traditional methods, although results vary significantly based on the dataset's size and complexity. Common challenges identified across these studies include the visual similarity between batik motifs, the necessity for larger datasets, and the critical importance of selecting the right parameters and kernel to optimize model performance.
This research employs a hybrid VGG16-SVM approach, analogous to the study by (9), which also combined VGG16 for feature extraction with SVM for classifying batik images. However, this study enriches the training dataset by applying geometric augmentation, specifically rotation and zoom, to the Batik Nitik images. The purpose of this augmentation is to enhance the diversity of the training data, thereby building a model that is more resilient to variations in the orientation and scale of batik motifs. By utilizing the in-depth features extracted by VGG16 from this augmented dataset and subsequently classifying them with SVM, this research aims to achieve optimal classification performance and superior generalization on complex batik patterns.
METHOD
The steps carried out in this research begin with preparing the initial dataset, Batik Nitik 960, followed by data preprocessing, and then splitting the dataset into three parts: training data, validation data, and testing data. Subsequently, geometric augmentation will be performed to increase the number of data samples for each batik class. After augmentation, the next step involves feature extraction using VGG16, followed by classification using a Support Vector Machine (SVM). Finally, model evaluation will be conducted on the training, validation, and testing data. The sequence of these stages is illustrated in FIGURE 1.
[image: ]
FIGURE 1. Research Stages. The process begins with the collection of the "Batik Nitik 960" image dataset from the Mendeley Data platform. The images then undergo a pre-processing stage, which involves resizing them to 224x224 pixels and normalizing the pixel values. The clean dataset is split into two parts: 80% for training data (Train) and 20% for testing data (Test). On the training data, geometric augmentation (rotation, zoom, and a combination of both) is performed to increase data variation. Next, the core of the research involves using the VGG16 model to extract features from the images, and the results are then classified using a Support Vector Machine (SVM). The final stage is evaluating the model's performance using a classification report (accuracy, precision, and F1-score).
Data Collection
The dataset used in this research consists of Batik Nitik images from an open repository, accessible via the Mendeley Data platform under the title "Batik Nitik 960". This dataset was obtained through a collaboration between Paguyuban Pecinta Batik Indonesia (PPBI) Sekar Jagad Yogyakarta and Universitas Muhammadiyah Malang (UMM). The images were captured in September 2022 at Batik Apip, Yogyakarta, Indonesia, using a Sony Alpha 6400 camera with a Sony 85–135 mm lens and illuminated by two sets of Godox II SK 400 lighting. Each sample sheet contains four motifs, and each motif was rotated by 90, 180, and 270 degrees. The total dataset comprises 960 images across 60 categories, with each category containing 16 images. The researchers who created this dataset, Agus Eko Minarno, Indah Soesanti, and Hanung Adi Nugroho, named it "Batik Nitik 960" to support broader research on batik. Examples of Batik Nitik images, categorized by type, are shown in FIGURE 2. 

[image: ]
FIGURE 2. Representative samples from the 'Batik Nitik 960' dataset, showing some of the 60 different motif categories used in this study
Pre-Processing
The original high-resolution images (6024 × 4024 pixels) were resized to 224 × 224 pixels. This step is crucial for reducing computational load and standardizing the input size for the VGG16 model. Following the resize, pixel values were normalized to a scale of 0 to 1 to optimize the performance of the learning algorithm.
Dataset Splitting
The dataset of 960 images was divided into two subsets:
	TABLE 2. The dataset is divided into 2, namely training data and test data, with a ratio of 80:20.

	Data Types
	Dataset Distribution Ratio (%)
	Number of Images

	Training Set
	80
	768

	Testing Set
	20
	192



In this process, the Batik Nitik image dataset will be divided into two parts: training data and test data. The dataset will be split into training and testing data with a ratio of 80:20. The total number of Batik Nitik images in the training data is 768, and the test data consists of 192 images.
Geometric Augmentation
To increase the diversity of the training data and prevent overfitting, geometric augmentation was applied exclusively to the 768 images in the training set. The validation and test sets were left unaltered to ensure an unbiased evaluation of the model's performance on real-world data. The augmentation techniques included:
	TABLE 3. Geometric Augmentation. This table describes explicitly the augmentation techniques applied to the training data.

	Augmentation
	Value

	Rotation
	Images were rotated by +30 and -30 degrees.

	Zoom
	Factors of 1.2x and 2.0x zoomed in Images.

	Combined Rotate and Zoom
	A combination of a 2.0x zoom and a +30 degree rotation was applied.



After geometric augmentation, as shown in TABLE 3, the number of training data significantly increased from 768 to 4,608 images. This occurred because each original image in the training data was duplicated using several augmentation techniques described previously. However, no augmentation was performed on the test data to ensure fair and unbiased evaluation of model performance.
Proposed Method: Hybrid VGG16-SVM
The method proposed in this study is a hybrid approach that strategically separates the feature extraction and classification tasks. The choice of a feature extractor is a crucial step that directly determines the quality of the input for the classifier and, consequently, the performance of the final model. The selection of the feature extractor is based on a comparison between the manual approach for a traditional SVM and the automatic approach using VGG16. The conventional approach for an SVM model typically relies on manual feature extraction, such as color or texture statistics. However, this method has a fundamental weakness for complex image classification tasks. Manual features tend to lose essential spatial information; they only summarize the image's properties globally and fail to capture the structure, shape, and relationships between patterns in batik motifs. Consequently, these features are not sufficiently robust against variations such as rotation and scale.

To overcome these limitations, this study utilizes VGG16 as an automatic feature extractor. Unlike the manual method, VGG16, as a deep learning architecture, learns to recognize features hierarchically from detecting edges and colors in the early layers to recognizing entire motifs in the deeper layers. This power is amplified by the application of transfer learning, where a VGG16 model pre-trained on the 'ImageNet' dataset is used. This provides the model with a strong initial visual understanding, which is then adapted to recognize the specifics of batik motifs. This process yields a high-dimensional feature vector that is rich, discriminative, and inherently more robust against visual variations.

Therefore, VGG16 was chosen as the feature extractor to provide a superior data representation for the SVM classifier, to achieve maximum classification accuracy. These feature vectors extracted by VGG16 then serve as the input for the Support Vector Machine (SVM) classifier. To find the optimal SVM configuration, the RandomizedSearchCV method was used to perform hyperparameter tuning on the C, gamma, and kernel type ('rbf', 'linear') parameters. This approach was chosen for its efficiency in handling the high-dimensional feature space produced by VGG16.
Model Evaluation
The model's performance was evaluated using standard classification metrics derived from a classification report: accuracy, precision, recall, and F1-score. Accuracy was calculated using the formula:

                                                                                                                              (1)

Where:
• TP (True Positive), which is the number of positive data points correctly classified by the system.
• TN (True Negative), which is the number of negative data points correctly classified by the system.
• FN (False Negative), which is the number of negative data points incorrectly classified by the system.
• FP (False Positive), which is the number of positive data points incorrectly classified by the system.
The computational time for both feature extraction and classification was also recorded to assess model efficiency.

RESULT
The hyperparameter optimization process for the Support Vector Machine (SVM) model was implemented using the RandomizedSearchCV method from the Scikit-learn library to find the optimal model configuration. The data used consisted of previously extracted features, which were separated into training and test sets. The RandomizedSearchCV method was configured to perform a search across a predefined hyperparameter space, including the regularization parameter (C), kernel type ('linear', 'rbf'), and the kernel coefficient (gamma).

The search was conducted for 10 random iterations (n_iter=10), where the performance of each combination was evaluated using a 5-fold cross-validation strategy (cv=5) on the training data, with accuracy as the primary evaluation metric. After the best hyperparameter combination was identified, a final SVM model was retrained on the entire training dataset using this optimal configuration. The final stage involved evaluating the performance of this final model on a separate test set (hold-out test set) to generate a classification report, providing an objective measurement of the model's generalization capability on previously unseen data.

In this study, a comparison method will be used to evaluate the performance of the proposed method, namely the Hybrid VGG16-SVM. The comparison method utilizes a traditional SVM, for which features will be extracted manually. The specific manual feature extraction performed is color feature extraction. This extraction is performed by calculating the mean and standard deviation for each color channel, specifically blue (B), green (G), and red (R), in the resized images, which are 224 × 224 pixels. These features represent the color distribution in the Batik Nitik images and are used as numerical input for the classification model. In this study, SVM is also used as the classification method for the Batik Nitik images based on these previously extracted color features. Next, the features will be normalized to be on the same scale. The SVM model is then trained using the best parameter combination obtained through RandomizedSearchCV, such as the C value, gamma, and kernel type. After being trained, the model will be evaluated to measure its classification performance.
Performance Comparison Of Models
The performance of the proposed Hybrid VGG16-SVM will be compared to that of a traditional SVM model using manually extracted color features. The evaluation is performed with and without geometric augmentation.
	TABLE 5. This results table compares the performance of the proposed model (Hybrid VGG16-SVM) with another model (a traditional SVM). The comparison is based on standard metrics (Accuracy, Precision, etc.) under conditions with and without augmentation.

	Model
	Augmentation
	Accuracy
	Precision
	Recall
	F1-score

	Hybrid VGG16-SVM
	Yes
	1.00
	1.00
	1.00
	1.00

	
	No
	1.00
	1.00
	1.00
	1.00

	SVM
	Yes
	0.88
	0.90
	0.88
	0.87

	
	No
	0.98
	0.99
	0.98
	0.98



As shown in TABLE 5, the hybrid VGG16-SVM method demonstrates perfect and absolute performance across all scenarios. This model achieves a perfect score of 1.00 for all metrics (Accuracy, Precision, Recall, and F1-score). This means the model was able to classify the entire test set without any errors. This perfect performance remains consistent even after the training data was augmented. This consistent and perfect performance indicates that the features extracted by VGG16 are vibrant and powerful. The model is not only able to recognize patterns in the original data but is also highly robust and unaffected by the geometric variations (rotation and zoom) introduced by augmentation.

The traditional SVM model using manual features shows good performance under ideal conditions, with an accuracy of 0.98 (98%) without augmentation. However, its performance is inconsistent and lower compared to the deep learning-based models. This is its biggest weakness. The manual color features lack information about structure, shape, or texture. Two very different batik motifs might have a similar color palette, resulting in similar color feature values. Consequently, the SVM model struggles to differentiate between them because the most critical visual information (i.e., the motif's pattern) has been lost. As shown by the augmentation results, these features are not robust to transformations. Rotating or zooming an image can easily alter the color distribution captured by the features, thus making the model inaccurate.
Computational Time Analysis
	TABLE 6. Comparison of Evaluation Metrics for Different Models

	Model
	Augmentation
	Feature Extraction Time (s)
	Classification Time (s)
	Total Time (s)

	Hybrid VGG16-SVM
	Yes
	3486.257
	15686.503
	19172.760

	
	No
	426.228
	111.431
	537.659

	SVM
	Yes
	40.030
	74.928
	114.958

	
	No
	7.449
	4.260
	11.260



The Hybrid VGG16-SVM model exhibits extreme variations in computational time. Without augmentation, its total time is 537.6 seconds, with the majority of this time (426.2 seconds) spent on feature extraction using VGG16. With augmentation, its computational time skyrockets to 19,172.76 seconds (over 5 hours). Interestingly, the primary bottleneck is not feature extraction, but rather the classification time (15,686.5 seconds). This is likely caused by the hyperparameter tuning process (such as RandomizedSearchCV) becoming exceedingly slow when handling a much larger augmented dataset with high-dimensional features.

For the comparison method, the traditional SVM model uses manual feature extraction, such as color statistics, and is then classified using SVM. It is a method with a significantly fast total time: only 11.260 seconds (approx. 11 seconds) without augmentation, and 114.958 seconds (approx. 2 minutes) with augmentation. The increase in time due to augmentation is relatively small, making it highly computationally efficient, especially for rapid applications or those with limited resources. Although lightweight, this model typically experiences a decrease in accuracy compared to the hybrid VGG16-SVM method. However, it remains relevant for rapid prototyping systems or when accuracy is not the sole primary consideration.

DISCUSSION
The perfect accuracy (1.00) achieved by the VGG16-based model in its hybrid form (VGG16-SVM) demonstrates very high classification performance on the Batik Nitik 960 dataset. This shows that the models were able to recognize and classify all images in the test set without error. This achievement is likely due to three main factors: (1) the power of VGG16 in hierarchically extracting visual features, from simple patterns to complex structures representing batik motifs; (2) the use of transfer learning from a model pre-trained on ImageNet, which accelerates learning and provides a strong initial understanding of images; and (3) the high quality of the dataset, with images captured under controlled conditions, thereby minimizing visual noise.
Although these factors explain this extraordinary achievement, the controlled quality of the dataset, in particular, requires a more critical interpretation. Achieving 1.00 accuracy even without data augmentation further underscores the power of the features extracted by VGG16. However, at the same time, this also highlights that the visual homogeneity of the 'Batik Nitik 960' dataset, captured under uniform conditions, could potentially make the classification task easier for this sophisticated architecture. It's possible that the test set used does not fully represent the challenges of 'real-world' batik image variations. Therefore, to thoroughly validate the model's robustness, future research is recommended to perform testing on batik datasets from various sources with a higher diversity of acquisition conditions.

CONCLUSION
This research evaluates two approaches for batik image classification: a traditional SVM with manual features and a hybrid VGG16-SVM method, both tested with and without geometric augmentation. The research results show that the hybrid VGG16-SVM approach combined with geometric augmentation proved to be the most superior method in terms of accuracy. This method achieved perfect accuracy (1.00), demonstrating the effectiveness of combining VGG16's hierarchical feature extraction with the discriminative classification capability of SVM. However, there is a clear trade-off between accuracy and computational time. Although it is the most accurate and shows outstanding robustness to data variations, the hybrid method requires the longest computational time. Conversely, the traditional SVM method with manual features is the fastest, but with a lower level of accuracy. Based on these findings, it can be concluded that the hybrid VGG16-SVM approach with augmentation is the most suitable solution for batik image classification, given that accuracy is the primary priority. For real-world implementation, further testing on a more diverse dataset is necessary to ensure the model's optimal generalization capability.
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