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Abstract. Stemming is one of the important stages in Natural Language Processing (NLP) to produce root word forms by removing prefixes and suffixes. In Javanese, the stemming process is a challenge due to the complexity of morphology and the limitations of adequate language processing tools. Javanese has a rich affixation structure, with dialectal and speech variations that do not always follow morphological patterns. In addition, language processing tools such as root word dictionaries, grammatical rules, and corpus that can be used are still very limited. Therefore, a more adaptive approach is needed according to the characteristics of the Javanese language, both rule-based and string similarity, such as Damerau Levenshtein Distance (DLD) to improve accuracy in obtaining valid base words. This research examines the combination of Rule-Based and Damerau Levenshtein Distance (DLD) methods, and evaluates their impact on text classification performance using the Support Vector Machine (SVM) method. The results showed that the proposed approach successfully identified 320 out of 540 root words correctly. In addition, the accuracy of text classification using Support Vector Machine (SVM) reached 92% after the application of this stemming.
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INTRODUCTION
Indonesia is a diverse country, where language has an important role as the main communication tool in everyday life. Language is an arbitrary sound symbol that people use to work, interact and identify themselves [1]. In society, it is not only limited to the use of Indonesian, but also includes regional languages. One of the languages familiar to the Indonesian people is Javanese, which is spoken by residents in Central Java, East Java, and the Special Region of Yogyakarta [2].
The diversity of languages in Indonesia, including Javanese, presents its own challenges in information processing [3]. One of the main challenges is the morphological complexity of the language, where words can have various forms of affixes that have different functions and meanings. Although digital development facilitates access to information in Javanese, it has not been followed by the ability to process it effectively, especially in overcoming language complexity. Therefore, a process is needed to return words to their basic form. This process is known as stemming [4].
Stemming is a technique used to find the root form of a word by removing prefixes, inserts, suffixes, and word combinations [5], [6], and plays an important role as the first step in information retrieval [7] [8]. Although various stemming algorithms have been developed, including for other languages [9]. However, until now the development of stemming algorithms in Javanese has not found stable and effective results (Mohammad Arifin et al., 2020) [10]. In answering the challenges of stemming in Javanese, this research takes a new approach that combines the use of rule-based and Damerau Levenshtein Distance (DLD) methods, which respectively focus on the linguistic rules in Javanese and word similarity through the closest distance.
In an effort to support this concept, a number of previous studies have been conducted to evaluate the development of stemming algorithms in Javanese. Research by Aji Prasetya Wibawa et al, (2021) [11] showed that the use of the Damerau Levenshtein Distance (DLD) algorithm obtained an accuracy of 49.6%. This research focuses on word similarity through the closest distance, in order to get the base word. Meanwhile, other research by Fatkhul Amin et al, (2017) [12] shows that the accuracy of using rule-based and string matching shows 67%. This research combines linguistic rules and word similarities. Both studies can be said to be successful, although the accuracy value is low.
One of the applications of stemming development is Javanese news classification. News classification is done as an effort to help internet users find relevant content [13], [14]. However, given the lack of Javanese news data, this research uses translated data from Indonesian news. In this research, Javanese news classification is done by dividing categories based on the information [15] contained in the content using the Support Vector Machine (SVM) method.
Support Vector Machine (SVM) is one of the data classification methods with high accuracy and can overcome the complexity of nonlinear problems [16]. The basic concept of SVM is to find the optimal hyperplane to separate data into positive and negative classes, and is useful for predicting new data classes [17]. In news classification, SVM analyzes text features to determine the most appropriate category [18]. Thus, SVM is the right choice for Javanese news classification, especially in overcoming the challenges of language variation and sentence structure complexity [19].
Several studies have been conducted in classifying news using the Support Vector Machine (SVM) method. In research conducted by Lalu Gias Irham, et al (2019) [20] classifying Indonesian news using the SVM method and applying the use of Mutual Information, with a research focus on knowing the effect of applying the method. In this study, the best results were achieved with an accuracy of 92.24%. Furthermore, another study was conducted by Sudianto, et al (2022) [21] by applying the SVM and Multi-Layer Perceptron (MLP) algorithms. The study, showed an accuracy value that was not much different, where MLP reached 78% and SVM reached 74%. These studies show the success of SVM in news classification, but the classification of Javanese news certainly has its own challenges.
In light of these challenges, this research aims to address the morphological variations of Javanese through the development of a more comprehensive stemming algorithm. This approach combines the strict linguistic rules of rule-based methods [22] [23] and the flexibility of the Damerau Levenshtein Distance (DLD) algorithm in handling word variations [24], [25], [26]. This combination is expected to produce a stemming algorithm that is more adaptive to various variations of the Javanese language, thus improving accuracy and consistency. The stemming algorithm that has been developed is then applied in Javanese news classification using the Support Vector Machine (SVM) method, to be used in finding news categories based on features extracted from the news text [27]. Thus, this research is expected to contribute to the development of natural language processing technology for Javanese, and support efforts to preserve cultural wealth through regional languages.
METHODS
In this research, the methods used are explained as shown in FIGURE 1. 
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FIGURE 1. Research Method
FIGURE 1 shows the flow of this research, starting from news data extraction, preparation of datasets in Javanese, pre-processing (supported by basic word dictionary), classification using SVM, to evaluation of results in the form of classification report and confusion matrix.
Dataset 
The data of this study amounted to 315 news articles taken through scraping technique from Kompas.com website. The data was collected from November 1 to 20, 2024 for three news categories: news, money, and bola. The collected data was then translated into Javanese using Google Translate, an automated language translation service that utilizes the Translation API [28]. Consequently, the original categories transformed into pawarta, dhuwit, and bola. TABLE 1 presents an example of the translated data.

TABLE 1. Dataset in Javanese

	Content
	Category

	JAKARTA, KOMPAS.com - Calon gubernur DKI Jakarta nomer 2 Dharma Pongrekun badhe dandosaken cara nyambut damel satuan polisi pamong praja (satpol pp) supados dados langkung beradab dhateng ajengipun. …
	pawarta

	JAKARTA, KOMPAS.com - PT ABM Investama Tbk (ABMM) napakasmakaken fasilitas kredit senilai US$395 yuta kaliyan PT Bank Mandiri (Persero) Tbk. …
	dhuwit

	KOMPAS.com - Kompetisi Liga Utama Inggris badhe mlebeti ing minggu kaping 10 ing dina Setu (2/11/2024). Minggu iki bakal nampilake pirang-pirang duel sing nyenengake kalebu pertandhingan ageng antawis Manchester United vs Chelsea. …
	bola


Preprocessing 
Preprocessing is an important stage in data processing to convert unstructured raw text into a more structured format. This stage is crucial to ensure the data is ready to be used in the next stage of classification or modeling. As shown in FIGURE 2, the preprocessing process is done sequentially, starting from data cleaning, tokenization, stopword removal, to stemming.
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FIGURE 2. Preprocessing Steps

Data cleaning is the process of removing symbols, punctuation marks, and numbers in the original news text. In this process URLs and abbreviations are also removed, with the aim of maintaining the semantic value that exists in each sentence [18]. In this process, case folding is also applied for word uniformity, where letters or words that were originally capitalized (uppercase) become lowercase.

TABLE 2. Data Cleaning

	Before Data Cleaning
	After Data Cleaning

	"Yen pancen ora ana, banjur maju, aku uga arep lunga, aku ora pengin metu saka rapat KJP," ujare Deweke.
	yen pancen ora ana banjur maju aku uga arep lunga aku ora pengin metu saka rapat ujare deweke

	Nanging, nasib ala nalika nguatake tim nasional Inggris ngalang-alangi kesempatan kanggo menang penghargaan individu.
	nanging nasib ala nalika nguatake tim nasional inggris ngalangalangi kesempatan kanggo menang penghargaan individu

	Dharmasasampunipun mireng curhatan para pedagang kopi keliling utawi jalak sing ngaku kerep diusir Satpol PP.
	dharmasasmpunipun miring curhatan para pedagang kopi keliling utawi jalak sing ngaku karep diusir satpol 



Tokenization is the process of breaking sentences into pieces of words to facilitate subsequent processing [13]. This process is implemented using the NLTK module, which separates tokens based on non-letter characters.

TABLE 3. Tokenization

	Before Tokenization
	After Tokenization

	nanging dheweke kuwatir yen salah sijine
	[nanging, dheweke, kuwatir, yen, salah, sijine]

	menang gelar lan amarga kerja tim sing kuwat
	[menang, gelar, lan, amarga, kerja, tim, sing, kuwat]

	wektune mung diwiwiti enem menit liwat
	[wektune, mung, diwiwiti, enem, menit, liwat]



Stopword Removal is a process in text processing to remove common and irrelevant words (such as conjunctions) from a sentence or document [18]. For Javanese texts, the implementation process is done by preparing a special stopword list. This was necessary given the limited availability of language processing tools for Javanese. Some examples of words in this list are lan, ing, saka, iki, and sing.

TABLE 4. Stopword Removal

	Before Stopword
	After Stopword

	[diowahi, maneh, yaiku, sing, diilangi, mung, triliun, bisa, dijupuk, saka, dana]
	[diowahi, diilangi, triliun, bisa, dijupuk, dana]

	[saiki, krasa, ora, kepenak, sing, ndadekake, dheweke, rumangsa, dadi, pemain]
	[saiki, krasa, kepenak, ndadekake, dheweke, rumangsa, pemain]

	[langkah, sing, tepat, kanggo, sing, pengin, nambah, kinerja, ing, manajemen, anyar]
	[langkah, tepat, kanggo, pengin, nambah, kinerja, manajemen, anyar]



Stemming is an important stage in text processing that aims to find the root word by removing prefixes and suffixes [5]. This process utilizes certain algorithms or rules [6]. In Natural Language Processing (NLP), stemming is widely used in many text analysis and information retrieval systems [8]. There are several frequently used stemming algorithms such as Porter, Lovins, Dawson, and Husk, which have also been developed for various languages such as Arabic, Hindi, Uzbek, and Indonesian [11]. However, until now, stemming for Javanese has not been effectively developed. 
The stemming process in Javanese is done by utilizing a dictionary. This dictionary is sourced from a dataset containing a list of Javanese root words taken from the Javanese-Indonesian dictionary website [29]. This dictionary serves as the main reference in validating the acquisition of stemming results is the correct base word or not. 
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FIGURE 3. Diagram of Stemming Process

This root word dictionary is compiled manually, where the spelling of each entry is equalized (from A-Z) and double entries are deleted. The final result of this process is a dictionary containing approximately 36,896 base word entries, in a one-column list called aksara in JSON format. This root word dictionary will be applied in this stemming using rule-based method and Damerau Levenshtein Distance (DLD).
The application of stemming using the rule-based method is based on the morphological approach of the Javanese language, which uses rule-based analysis to find root words [12]. Rule-based is a method that uses rules as a representation of knowledge to be implemented into the system [23]. Its main advantage is simplicity of implementation, but it becomes less effective at high complexity because it relies heavily on human reasoning in processing data and making decisions. As in previous studies, the following flowchart of the stemming process using the rule-based method can be seen in FIGURE 4.
The stemming process using rule-based is done sequentially starting from removing prefixes, suffixes, until the root word is found. This affix removal is done sequentially based on the highest number of characters (3 characters, 2 characters, 1 character). Details of the types of prefixes and suffixes are presented in TABLES 5 and 6 [12].
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FIGURE 4. Flowchart of The Rule-Based Stemming Method

TABLE 5. Types of Prefixes in Javanese

	Types of Prefixes
	Prefix
	Example

	Prefix 4 Characters
	kuma-
	kuma + wani = kumawani

	
	kapi-
	kapi + lare = kapilare

	Prefix 3 Characters
	dak-
	dak + rungu = dakrungu

	
	kok-
	kok + jupuk = kokjupuk

	
	pan-
	pan + jaluk = panjaluk

	
	pra-
	pra + lambang = pralambang

	
	tar-
	tar + buka = tarbuka

	
	tak-
	tak + jupuk = takjupuk

	
	tok-
	tok + simpen = toksimpen

	Prefix 2 Characters
	di-
	di + tuku = dituku

	
	ka-
	ka + wujud = kawujud

	
	ke-
	ke + pungkur = kepungkur

	
	ma-
	ma +gawe = magawe

	
	pa-
	pa + warto = pawarto

	
	pi-
	pi + wulang = piwulang

	
	sa-
	sa + cedhak = sacedhak

	Prefix 1 Characters
	a-
	a + marga = amarga






TABLE 6. Types of Suffixes in Javanese

	Types of Suffixes
	Suffix
	Example

	Suffix 3 Characters
	-ana
	silih + ana = silihana

	
	-ane
	dukung + ana = dukungana

	
Suffix 2 Characters 
	-ake
	menang + ake = menangake

	
	-an
	wiwit + an = wiwitan

	
	-na
	gambar + na = gambarna

	
	-ne
	suwe + ne = suwene

	
	-ku
	montor + ku = montorku

	
	-ke
	dhewe + ke = dheweke

	Suffix 1 Characters
	-a
	tuku + a = tukua

	
	-e
	omah + e = omahe

	
	-i
	tandur + I = tanduri


Stemming using Damerau Levenshtein Distance (DLD)
Damerau Levenshtein Distance (DLD) is an algorithm that applies insertion, deletion, substitution, and transposition operations to check spelling against word separation errors [11]. This algorithm is a development of Levenshtein Distance, which works to measure the level of similarity between strings [25]. The addition of the transposition operation is what gives DLD an edge, especially in handling spelling correction or word separation errors [26]. DLD works by calculating the closest distance based on the words contained in the base word dictionary, starting from the first to the last index in each column.
Based on the pseudocode by Aji Prasetya Wibawa [11], the stages of the Damerau Levenshtein Distance (DLD) algorithm are summarized in FIGURE 5.
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FIGURE 5. Flowchart of The DLD Process
Support Vector Machine (SVM) 
Support Vector Machine (SVM) is a classification method that aims to find the optimal hyperplane to separate between two classes, with the aim of maximizing the margin, through the farthest distance to the nearest data point from each class [27]. In inputting SVM classification, it is necessary to ensure that the data is in numerical form. Term Frequency - Inverse Document Frequency (TF-IDF) is a feature extraction technique used to convert text into numeric vectors and calculate the weighted value of each feature based on word frequency. The selection of this method is based on the ability to overcome high-dimensional problems to optimize the separation between classes in text data processing. 
In data classification [21], the optimal separation hyperplane is denoted by ℎ, determined by the value of 𝑥 where the decision function 𝐷(𝑥) is equal to zero. With a training dataset (𝑥I;𝑦i) from the input space 𝑥, the decision function is defined as follows:

								(1)

To find the optimal value of ∝_i^*, SVM solves the following quadratic optimization problem:

		  					(2)

With the subject to be restricted to:

								(3)
Evaluation
The final stage of this research is an evaluation aimed at determining the accuracy of the developed model [21] on Javanese text data that has undergone stemming. This evaluation was conducted indirectly, by observing the impact of the stemming results on classification performance using the SVM method. Thus, the success of the stemming method is measured by its contribution to improving classification accuracy, rather than by linguistic validity.  
The evaluation metrics used include Precision, Recall, F1-Score, and Accuracy. Precision, as described in equation (4), is the proportion of positive data that is correctly predicted out of all data classified as positive. Recall, as formulated in equation (5), is the proportion of positive data successfully identified from all actual positive data. F1-Score, in (6), is the average obtained from the precision and Recall values. Meanwhile, Accuracy, as in equation (7), indicates the proportion of data correctly predicted from the total data tested.
The Confusion Matrix is used to improve model performance evaluation. This matrix provides a visual representation of the classification process prediction performance [30]. This method provides a detailed description of the model's classification performance by identifying four key values: True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). TP is the number of positive data predicted correctly. TN is the number of negative data predicted incorrectly. FP is the number of positive data with incorrect values. FN is the number of negative data with correct values.

Precision =  										(5)
Recall =  										(6)
F1-Score =  									(7)
Accuracy =  									(8)
RESULTS AND DISCUSSION
The results of this study are useful for assessing the effectiveness of the application of the Javanese stemming method, before then evaluating its impact on the performance of text classification using the SVM method. It is important to understand that the dataset to be used is translated data. For this reason, it is necessary to conduct an initial exploration using preprocessing to gain an understanding of the characteristics and representation of the dataset. This stage is useful to ensure that the data is in a clean and structured form, so that it can be optimally applied in the stemming process.
The implementation of the stemming method in Javanese text aims to return words to their root form. The stemming testing process was conducted on three approaches, namely the Rule-Based method, the Damerau Levenshtein Distance (DLD) algorithm, and a combination of both. 
The implementation process of both stemming method approaches relies heavily on the use of dictionaries. In the rule-based stemming method, each preprocessed word will be matched with a dictionary to find the root word. If not found, the affix removal process will be performed. Meanwhile, in the Damerau Levenshtein Distance (DLD) stemming method, the base word search is also done by dictionary matching, but with a distance tolerance of no more than 2 characters.
In the combination of rule-based and Damerau Levenshtein Distance (DLD) method, the application of stemming is done sequentially. The process starts with a rule-based approach to find the base word based on Javanese morphology. If a word fails to be stemmed by rule-based and is identified as not a base word, then DLD is used. In this combination, word matching in DLD is limited to the closest distance of 1 character. The results of this stemming method approach are presented in TABLE 7.

TABLE 7. Comparison of Stemming Result Words

	No
	Initial Word
	Rule-Based Result
	DLD Result
	Rule-Based and DLD Combination Result

	1.
	nutup
	nutup
	tutup
	tutup

	2.
	diowahi
	owah
	dhowah
	owah

	3.
	dakrungu
	rungu
	krungu
	rungu

	4.
	wiwitan
	wiwit
	wiwit
	wiwit

	5.
	ngganti
	ngganti
	ganti
	ganti



In TABLE 7, it shows each stemming approach results in different base word retrievals. Rule-based methods are accurate for words with affixes that follow morphological rules, e.g. “diowahi” becomes ‘owah’, but is less flexible for variations such as “ngganti”. In contrast, the Damerau Levenshtein Distance (DLD) excels at finding similarities across word variations, such as “ngganti” successfully stemming to “ganti”, although sometimes the results have different meanings, for example in ‘dhowah’ derived from “diowahi”. The combination of these two methods utilizes the strengths of each, resulting in better performance, as evidenced by the success of “diowahi” becoming “owah” and ‘ngganti’ becoming “ganti”. This demonstrates that while DLD might yield high scores, it doesn't always guarantee accurate root word retrieval, whereas the more rigid rule-based approach, despite its limitations, often provides better root word identification. The combined approach, by integrating the strengths of both, ultimately offered a more robust solution.
To identify the word search process using DLD, a letter distance matrix needs to be created. Damerau Levenshtein Distance is a distance matrix that compares a series of strings to detect typing errors [26]. For example, the word dakrungu stemmed using DLD can produce krungu, even though krungu is not the base word but has the closest distance of 2.
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FIGURE 6. Stemming Process using DLD

Based on the results obtained from each stemming approach, the data is then evaluated using Support Vector Machine (SVM) for category grouping in Javanese text classification. Each stemming result must be ensured in numerical form. The process of converting text data into numerical representation uses TF-IDF (Term Frequency - Inverse Document Frequency), a feature extraction technique that aims to give weighted values based on word frequency. Once the data is ready, the next step is to train and evaluate the overall performance of the SVM method.
In this research, cross-validation is used as an evaluation technique to measure model performance. This cross-validation technique divides the dataset into several parts (folds). At each iteration, part of the data is used as test data as well as validation data, to measure the performance of the model that has been trained on the training data. The model used is LinearSVC, which is an SVM implementation with a linear kernel. The choice of this kernel type is based on its lighter and more efficient implementation.
With the model and data that has been prepared, the text classification process using SVM aims to measure the effectiveness of each stemming method in the three previous approach scenarios, namely using the rule-based method, Damerau Levenshtein Distance, and a combination of both. Classification through all three approaches resulted in an accuracy of 92%. This relatively equal result is due to the identical words detected by the classification model despite the difference in stemming results. In addition, most of the words are already in their base word form or have not undergone significant changes, so stemming variations do not have a significant impact on the features used in the classification process.
To further analyze the classification performance of each stemming approach, Figure 7, Figure 8, and Figure 9 respectively present the confusion matrix of the Javanese text classification results using the combination of Rule-Based and DLD, DLD only, and Rule-Based stemming methods. The confusion matrix provides a detailed overview of the number of True Positives, True Negatives, False Positives, and False Negatives for each category (bola, dhuwit, and pawarta), enabling a comprehensive evaluation of the accuracy and types of errors made by the model in each scenario.
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FIGURE 7. Confusion Matrix Stemming with Rule-Based
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FIGURE 8. Confusion Matrix Stemming with DLD
[image: ]
FIGURE 9. Confusion Matrix Stemming with Rule-Based and DLD

The confusion matrix analysis of the three stemming approaches showed interesting patterns of classification performance in each category, with nuanced differences in the error distribution. subject the bola category showed very high classification consistency and accuracy across all scenarios, with a stable number of True Positives and minimal False Positives (i.e., 77 TPs and very few FPs). In contrast, the dhuwit category was consistently the biggest challenge, with the most significant number of False Negatives (misclassified as other categories, especially pawarta) across all three stemming methods. Meanwhile, the pawarta category also showed strong classification performance with a high number of correct predictions (TP) and relatively low errors. The small differences in the specific numbers between methods in each category (e.g., a difference of 1-2 errors) show that although the stemming characteristics of each method slightly affect the error distribution, the effect is not large enough to drastically change the accuracy.

To present more specific quantitative results, the classification accuracy of the three stemming approaches can be seen in FIGURE 10.
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FIGURE 10. Comparison of Stemming Approach Categories

Further analysis of the accuracy values shows the potential advantages of the rule-based method and the combination method, especially in understanding and interpreting word context and identifying root words in complex word variations. As shown in TABLE 7, stemming results tend to be better when the rule-based and DLD methods are used together. This is also reflected in FIGURE 10, where the combined method produced the highest F1-score in the bola (0.96) and pawarta (0.93) categories, although it experienced a slight decrease in the dhuwit category. This finding suggests that the effectiveness of stemming is strongly influenced by the morphological and vocabulary characteristics of each news category, not just by the level of word similarity.
To gain a deeper understanding of the performance of the combination method, it is crucial to analyze the number of words that are successfully stemmed and those that are not. As shown in Table 8, the combination method was able to identify 320 correct stemmed words out of a total of 540 words.




TABLE 8. Number of Successful Stemming Words
	Content
	Word Count
	Number of Correct Stemming

	mratelakake pihake ngaturake rembug babagan putusan babagan pemilihan kepala daerah pilkada taun ditindakake penyelenggara  …
	100
	66

	babak regional dianakake enem kutha tim melu dening wilayah diwakili dening diwakili dening ana wilayah perwakilan wilayah …
	99
	60

	ngumumake pembagian dividen final tunai senilai milyar dolar sekitar triliun ngacu kurs dolar keputusan disepakati deviden gedhe …
	107
	62

	pengamanan pelaksanaan di tiga provinsi yaitu dan personel kalebu personel ...
	91
	46

	emas sansaya populer amarga nduweni macemmacem kaluwihan ndadekake pilihan akeh wong ..
	143
	86



Overall, this research successfully explored and analyzed the effectiveness of various stemming approaches in the context of Javanese for text classification. Although the classification accuracy generally shows similar results among rule-based, Damerau Levenshtein Distance (DLD), and combination methods, an in-depth analysis of the confusion matrix and the number of successfully stemmed words (as shown in TABLE 8) indicates that the combination method has more potential in handling the morphological complexity of Javanese. The effectiveness of stemming is highly influenced by the characteristics of the data. In the future, it is necessary to develop more adaptive stemming methods, by integrating machine learning or enriching representative datasets, so that it will be crucial to significantly improve the performance of Javanese NLP.
CONCLUSION
This research aims to assess the effectiveness of Javanese stemming method implementation by applying rule-based approach and Damerau Levenshtein Distance (DLD), and evaluate its impact on text classification performance using Support Vector Machine (SVM) method. The application was carried out by implementing three scenarios, through the rule-based approach, DLD, and a combination of both. The evaluation results showed that the combined rule-based and DLD approaches successfully stemmed 320 out of a total of 540 words. However, in terms of classification performance, this combination approach did not show any significant improvement, with a consistent accuracy of 92% across all three scenarios. This indicates that the combination of rule-based and DLD has not been able to consistently improve the overall classification quality. 
Nonetheless, the application of the SVM algorithm proved to be able to handle local language text classification well, supported by an accurate preprocessing stage, especially in stemming. The results of this study underline that the quality of stemming affects the performance of classification methods. Thus, this study concludes that the combination of rule-based and DLD can be a potential alternative approach to improve the comprehensiveness of Javanese text stemming and classification. Thus, this research is expected to provide an important contribution in efforts to strengthen Natural Language Processing for Javanese, especially in the development of regional language-based information systems.
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