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Abstract. A critical hazard has emerged in the form of Distributed Denial of Service (DDoS) attacks on the Internet of Things (IoT), necessitating the development of detection strategies that are adaptive, efficient, and effective. The objective of this investigation is to evaluate the detection of DDoS attacks by machine learning (ML) and deep learning (DL) models on the Bot-IoT dataset. The ML models that were assessed include Random Forest, XGBoost, LightGBM, Logistic Regression, K-Nearest Neighbors (KNN), Naïve Bayes, and Quadratic Discriminant Analysis (QDA), while the DL approach was implemented using neural network architectures. Ensemble-based ML models, including Random Forest, XGBoost, and LightGBM, obtain near-perfect accuracy, precision, recall, and F1-scores, as per the evaluation results. Conversely, deep learning models exhibit potential; however, they are more susceptible to overfitting and restricted generalization. The outcomes are further influenced by the inherent disparity in the Bot-IoT dataset, which is dominated by majority classes. To enhance reliability, techniques such as SMOTE and cross-dataset evaluation are employed to balance the dataset. Furthermore, the heterogeneity of IoT devices and their constrained computational resources necessitate the implementation of federated learning and edge/fog architectures to guarantee the efficacy of detection in real-world scenarios. The integration of explainable AI and hybrid ML–DL approaches is also emphasized as a strategic solution to ensure interpretability while maintaining high performance. Consequently, this investigation model selection, data processing strategies, and architectural adaptation as critical factors in the development of IoT-based intrusion detection systems that are not only sustainable but also effective and efficient.
Introduction
The swift advancement of the Internet of Things (IoT) has significantly influenced digital transformation in various areas, including healthcare, transportation, energy, and smart cities. The proliferation of interconnected devices presents substantial prospects for improving efficiency through IoT but concurrently enlarges the attack surface. A significant concern stemming from this progression is Distributed Denial of Service (DDoS) assaults, which can interrupt vital services and infrastructure. Current trends reveal that IoT devices frequently possess inadequate or inconsistent security measures, rendering them significantly susceptible to exploitation as components of botnets for extensive DDoS attacks [1], [2]. Additional research highlights that the magnitude and intrinsic vulnerabilities of IoT exacerbate the likelihood of extended attack repercussions if inadequately addressed [3], [4]. These circumstances underscore the pressing need for detection and mitigation solutions driven by artificial intelligence, specifically machine learning (ML) and deep learning (DL) models, to confront more intricate threats.


In addition to classic DDoS assaults, new work emphasizes the advent of low-rate denial-of-service (LDDoS) variants, which target IoT devices with low-traffic but highly effective resource depletion approaches. Such assaults are challenging to identify with conventional bandwidth-based techniques [5]. suggested a behavior-based detection methodology utilizing stacking processes to identify LDDoS assaults, highlighting the increasing intricacy and subtlety of threats inside the IoT ecosystem. The significance of edge and fog computing in the realm of mitigation has grown markedly. Research indicates that edge-IIoT architectures provide real-time identification and alleviation of DDoS attacks via decentralized methods, hence lessening the load on central servers and enhancing responsiveness[3], [4]. This underscores the necessity of implementing security measures in proximity to the data source. 
The principal difficulty in this scenario resides in the intrinsic weaknesses of IoT devices. Constrained resources, including limited memory capacity, underpowered CPUs, and diminished battery life, hinder IoT devices from locally executing sophisticated security protocols [6]. Moreover, numerous IoT communication protocols, including MQTT, are constructed with limited inherent security, thus heightening vulnerability to exploitation [7]. The diversity of the IoT ecosystem, comprising devices with varying specifications and manufacturers, poses a further issue, as a singular security solution cannot be uniformly implemented. The research adaptable solutions that function on resource-limited devices without overwhelming them. 
To tackle these difficulties, research has suggested solutions based on machine learning and deep learning. Machine learning models, like Random Forest, Decision Trees, and Support Vector Machines, have demonstrated efficacy in identifying abnormal patterns; yet, they frequently encounter difficulties with intricate attack behaviors. In contrast, deep learning models like Convolutional Neural Networks (CNNs), Long Short-Term Memory (LSTM) networks, and Autoencoders exhibit strengths in identifying non-linear and temporal patterns, yet necessitate substantially greater computational resources [2], [6]. A recent study highlights federated learning as a semi-decentralized approach that addresses device heterogeneity while maintaining data privacy [4]. 
The Bot-IoT dataset has emerged as a critical standard for assessing DDoS detection methods. Comprising both benign and malicious traffic across many attack vectors, it is commonly utilized to evaluate the efficacy of machine learning/deep learning-based intrusion detection systems (IDS). Numerous studies utilizing Bot-IoT for multi-class attack classification have demonstrated the superior efficacy of deep learning models over machine learning models, while also revealing class distribution biases that require data balancing techniques to enhance generalization [6], [8]. This underscores Bot-IoT's function as both a principal reference dataset and a source of intrinsic constraints necessitating additional scrutiny. 
Notwithstanding various proposed answers, several research gaps persist. The generalization of models across diverse IoT environments is constrained, as solutions are frequently customized for particular situations or devices. Secondly, LDDoS attacks are still inadequately investigated, despite indications of their efficacy in diminishing device performance even in low-traffic scenarios [5]. The advancement of lightweight and efficient solutions for resource-limited devices is frequently neglected in favor of intricate deep learning models [8], [9]. Fourth, model interpretability is inadequately addressed, despite the critical need of openness in security systems [9]. The incorporation of detection and mitigation in edge/fog systems is still a mostly unexamined domain, despite its considerable promise [4], [10]. 
The necessity for comparative research between machine learning and deep learning methodologies for DDoS detection in IoT, utilizing the Bot-IoT dataset, is underscored by these trends in the literature. This study seeks to assess the advantages and disadvantages of both methodologies, focusing on accuracy, computing efficiency, latency, and practicality for implementation in actual IoT settings. This research is innovative because of its thorough evaluation method, which includes factors such as device diversity, resource limitations, and real-time detection needs. The scope encompasses the performance study of machine learning and deep learning models on the Bot-IoT dataset, a comparison of accuracy and efficiency measures, and a discussion of practical implications for application in IoT ecosystems. This paper aims to provide scientific insights into the trade-offs between machine learning and deep learning while offering practical assistance for selecting suitable methods to protect IoT devices against DDoS assaults.

research methods
This research adopts a quantitative method based on a comparative experimental design. The main objective is to assess the efficacy of Machine Learning (ML) and Deep Learning (DL) models in identifying Distributed Denial of Service (DDoS) assaults in IoT settings, utilizing the Bot-IoT dataset as a standard reference. The study technique is organized inside a systematic experimental framework that includes data preprocessing, machine learning/deep learning model implementation, parameterization and optimization, and performance evaluation. The aim is to deliver an in-depth analysis of the advantages and disadvantages of each method for resource-limited IoT devices.
The principal dataset employed is Bot-IoT, which is extensively acknowledged in the literature as a standard for intrusion detection and DDoS assault assessment in IoT [2], [6]. Bot-IoT encompasses both benign and malevolent communications, illustrating diverse attack vectors, including DDoS and DoS. Its benefits stem from its pertinence to IoT traffic and the variety of attack patterns. The dataset demonstrates class imbalance, with DDoS/DoS attacks predominating the distribution. Consequently, adequate preprocessing is crucial to guarantee the validity of the experimental results.
The unequal distribution of classes in Bot-IoT can diminish detection accuracy, especially for minority classes. The Synthetic Minority Oversampling Technique (SMOTE) is extensively utilized in the literature to achieve data balance [3], [5], [6]. The application of SMOTE improves model generalization and mitigates bias toward majority classes. Feature normalization guarantees uniform scaling throughout the dataset, enabling machine learning and deep learning algorithms to process data with reliability. The TabNet-SFO study emphasizes normalization as an essential procedure before model training [11], a method often employed in contemporary IoT IDS research [1]. This mitigates the predominant impact of features with extensive value ranges.
Feature selection enhances accuracy while diminishing computational complexity. TabNet-SFO underscores the necessity of removing extraneous features to enhance detection signals [11]. Additional research corroborates that the integration of feature selection with preprocessing markedly improves detection accuracy [1], [3]. Label encoding (converting categorical labels into numerical values), elimination of duplicates, and management of missing values are essential preprocessing processes for Bot-Io, guaranteeing data integrity before model training.
The primary machine learning techniques utilized are Random Forest (RF), Support Vector Machine (SVM), and Decision Tree (DT). Literature highlights RF as notably useful owing to its resilience and efficiency in identifying DDoS attacks. Parameterization of machine learning models entails the optimization of hyperparameters, including the quantity of trees in Random Forest, the kernel and C/gamma parameters in Support Vector Machines, and the depth of trees in Decision Trees [1], [3]. Research indicates that suitable feature selection together with accurate parameterization markedly enhances model efficacy.
The assessed deep learning architectures are Deep Neural Networks (DNN), Convolutional Neural Networks (CNN), and Long Short-Term Memory (LSTM). Convolutional Neural Networks (CNNs) are utilized to extract spatial information from Internet of Things (IoT) traffic data, whilst Long Short-Term Memory networks (LSTMs) are engineered to capture temporal patterns. A hybrid CNN-LSTM-Autoencoder (CNN-LSTM-AE) has demonstrated efficacy in the literature for identifying both DDoS and LDDoS attacks (Ain et al., 2025). Moreover, BiLSTM combined with federated learning has exhibited robust performance while exerting minimum processing demands on devices [8]. Deep learning parameterization includes the specification of the quantity of hidden layers, the number of neurons in each layer, the selection of activation functions, and the choice of optimization techniques such as Adam or RMSprop. Dropout and batch normalization are utilized to alleviate overfitting. Literature emphasizes the essential importance of parameter and architectural optimization in enhancing both accuracy and efficiency [7], [12].
This methodology incorporates optimal practices documented in the IoT IDS literature. The preparation phase includes data balance using SMOTE, normalization, feature selection, label encoding, and data cleansing. The employed machine learning models consist of Random Forest, Support Vector Machine, and Decision Tree, accompanied by hyperparameter tuning and metaheuristic optimization. The deep learning models include DNN, CNN, LSTM, and CNN-LSTM-AE, implemented within edge/fog architectures to enhance efficiency. Evaluation is performed utilizing multivariate metrics, including accuracy, precision, recall, F1-score, ROC-AUC, false positive rate (FPR), and computing efficiency. Systematic comparative experiments are conducted to evaluate the performance of machine learning and deep learning on the Bot-IoT dataset, focusing on generalization, efficiency, and robustness. This methodology seeks to offer significant empirical additions to the literature on IoT security, specifically in the area of DDoS detection.


results and discussion
A comparative evaluation of machine learning algorithms in detecting DDoS attacks on the Bot-IoT dataset is presented in the experimental results of this study. The four primary metrics employed in the evaluation were precision, accuracy, recall, and F1-score. Generally, the results indicate that there is a substantial disparity in performance among the algorithms, which serves as a clear representation of the inherent strengths and limitations of each approach.
.
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Random Forest (RF), XGBoost, and LightGBM were the most successful models, having each achieved ideal scores of 1.00 across all four metrics. This suggests that they are capable of identifying DDoS attacks with unwavering precision, sensitivity, and accuracy, without any misclassification. The ensemble mechanisms that mitigate overfitting and their ability to capture non-linear relationships are the reasons for their superiority. Thus, these models are emerging as highly prospective baselines for IoT-based intrusion detection systems.
Single-tree models, including Decision Tree (DT) and Extra Trees (ET), were ranked second, exhibiting near-perfect performance (~0.99 across all metrics). These models exhibited robust classification capabilities, despite being marginally less precise than boosting and bagging ensembles. Their primary benefits are interpretability and runtime efficiency; however, they are more susceptible to overfitting than ensemble methods.
In addition to AdaBoost and Gradient Boosting Classifier (GBC), other boosting algorithms demonstrated satisfactory performance, with metrics falling within the 0.97–0.98 range. These findings substantiate the efficacy of boosting in improving classification by integrating poor learners into robust predictors. Nevertheless, their performance was marginally inferior to that of XGBoost and LightGBM, which are more sophisticated in their ability to manage large and intricate datasets.
K-Nearest Neighbor (KNN) and other instance-based algorithms exhibited moderate performance, with a recall of 0.90, precision of 0.88, accuracy of 0.89, and F1-score of 0.89. In the presence of imbalanced class distributions and larger datasets, KNN's efficacy decreases, despite its continued reliability. In the same vein, linear models like Ridge Classifier and Linear Discriminant Analysis (LDA) yielded moderate results (0.84–0.86), suggesting that they are incapable of capturing intricate non-linear patterns in IoT traffic.
Classical regression-based models, such as logistic regression (LR), achieved scores of approximately 0.74 across all metrics, underscoring their inadequacy in the face of the complexity of Bot-IoT data. The inefficiency of Naïve Bayes (NB) and linear Support Vector Machine (SVM) in managing heterogeneous feature distributions and highly variable attack patterns was evident in their similarly weak performance, with scores ranging from 0.65 to 0.70. The Quadratic Discriminant Analysis (QDA) had the lowest performance, with scores ranging from 0.58 to 0.60 across metrics, indicating significant limitations in the detection of IoT-based DDoS attacks.
In general, these findings indicate a distinct trade-off between the complexity of the model and the performance of the detection. The leading candidates for deployment in IoT environments are modern ensemble algorithms, including XGBoost, LightGBM, and RF, which demonstrated ideal accuracy. The high performance and interpretability of simpler tree-based and classical boosting models make them still relevant; however, they lack the consistency of advanced ensembles. In contrast, linear and probabilistic models are more appropriate for academic baselines than for practical deployment in intricate IoT attack scenarios.
The results emphasize the limitations and accomplishments of ML- and DL-based detection methods for DDoS attacks that employ Bot-IoT. Classical baselines were outperformed by ML models such as XGBoost and RF, which demonstrated near-perfect accuracy, precision, and F1-scores. DL models also exhibited significant potential, despite the fact that they frequently confronted overfitting, which restricted their ability to generalize. This is consistent with the existing literature, which posits that the large representational capacity of DL frequently exceeds the variability of datasets, resulting in overfitting on specific patterns [1], [6]. 
However, the constraints of Bot-IoT itself are a critical concern. The models' disproportionate optimization of majority class detection is a consequence of the strong bias toward DDoS/DoS classes, while minority traffic or normal behavior receives less accurate treatment. This results in evaluation outcomes that are excessively optimistic when only majority-class detection is taken into account. In order to improve minority-class representation, literature suggests employing data balancing techniques, including SMOTE. Additionally, in order to guarantee that model performance is consistent across a variety of sources, cross-dataset evaluations are recommended, such as the combination of Bot-IoT and NSL-KDD [13].
The generalizability of the findings to real-world IoT conditions is another significant limitation. The IoT ecosystem is inherently heterogeneous, consisting of devices with a wide range of energy constraints, protocols, and computational capabilities. This complexity cannot be completely captured by IDS models that are trained and evaluated exclusively on a single dataset. Therefore, edge/fog architectures in conjunction with federated learning (FL) have emerged as promising alternatives to ensure model relevance and distribute computation across devices[7], [8]. Implementations like Edge-FLGuard have proven their capacity to provide low-latency inference while maintaining resource efficiency [10].
The adoption of intricate deep learning models is also impeded by the technical constraints of IoT hardware. Resource-intensive architectures cannot be directly supported by devices with limited memory and energy capacity. The literature recommends the use of distributed training at the edge or cloud in conjunction with lightweight edge models to facilitate real-time detection without overwhelming individual devices [1], [10]. Hybrid ML–DL approaches are also emphasized as pertinent strategies for achieving a balance between efficiency and performance. DL captures complex nonlinear patterns and temporal dynamics in IoT traffic, while ML models offer improved interpretability. This combination, when supplemented by explainable AI (XAI) and feature optimization, can enhance both accuracy and interpretability [9], [12]. 
In conclusion, the Bot-IoT dataset demonstrated that ML and DL models were capable of achieving exceptional performance. However, it is important to exercise caution when making claims about their generalizability. Comprehensive mitigation strategies, such as data balancing, cross-dataset evaluation, distributed architectures, and hybrid approaches, are necessary to address dataset bias, overfitting risks, IoT heterogeneity, and hardware limitations. This research not only emphasizes the performance of the model but also provides a comprehensive perspective on practical solutions that facilitate the deployment of adaptive and sustainable IDS in real-world IoT environments.
Qualitative Analysis
Significant performance variations among machine learning models are revealed by a qualitative analysis of the evaluation results on the Bot-IoT dataset. Random Forest (RF), XGBoost, and LightGBM achieved the highest recall, precision, accuracy, and F1-scores in the range of 0.99 to 1.00, as indicated by the evaluation graphs. This suggests that ensemble-based models are more effective in capturing data patterns than linear or probabilistic models. The performance of Decision Tree (DT) and Extra Trees (ET) was also robust, albeit marginally inferior to that of the top ensemble models. In the interim, the Gradient Boosting Classifier (GBC) and AdaBoost maintained their competitiveness with results that were nearly 0.98. This confirms the robust generalization capacity of boosting approaches in the detection of IoT-based DDoS attacks.
Performance began to deteriorate in other categories. Although relatively high, the evaluation scores of K-Nearest Neighbors (KNN) and Ridge Classifier, which ranged from 0.88 to 0.90, underscore their limitations in managing the complexity of large-scale data systems. The incapacity of linear models to capture non-linear patterns in IoT network traffic is underscored by the lower performance of Linear Discriminant Analysis (LDA) and Logistic Regression (LR), with scores of approximately 0.83–0.85 and 0.74, respectively. The recall, precision, accuracy, and F1-scores of Naïve Bayes (NB), linear Support Vector Machine (SVM), and Quadratic Discriminant Analysis (QDA) were the lowest, with values ranging from 0.58 to 0.70. These findings illustrate the substantial constraints of probabilistic and simple linear models in identifying the intricate patterns that are indicative of DDoS attacks.
Overall, the results indicate that ensemble models, including Random Forest, XGBoost, and LightGBM, are the most dependable alternatives for identifying DDoS attacks in IoT environments, as they exhibit consistency across all evaluation metrics. In contrast, linear and probabilistic models are less appropriate in this context, as their performance experiences a significant decline when confronted with more intricate data patterns. These results underscore the significance of selecting algorithms that not only achieve exceptional accuracy but also maintain balanced recall, precision, and F1-scores to guarantee consistent detection performance even in the presence of heterogeneous IoT data conditions.

conclusion
This investigation has verified that the Bot-IoT dataset demonstrates the most consistent and superior performance in detecting DDoS attacks on IoT for machine learning-based models, particularly ensemble algorithms like Random Forest, XGBoost, and LightGBM. Conversely, deep learning models demonstrate promising potential; however, they are more susceptible to overfitting and restricted generalization. These results suggest that the insufficient representation of real-world IoT traffic and the class imbalance within the dataset must be resolved by implementing data balancing techniques, cross-dataset evaluations, and the implementation of edge/fog architectures in conjunction with federated learning. This will guarantee that the detection outcomes remain relevant and adaptive to heterogeneous IoT environments. In addition, the hardware limitations of IoT devices require the implementation of hybrid strategies and lightweight models that leverage the strengths of ML and DL, along with explainable AI, to maintain high performance without sacrificing interpretability or resource efficiency. Consequently, this research makes a valuable contribution by emphasizing the significance of multifaceted approaches in the development of intrusion detection systems that are sustainable, efficient, and effective in IoT ecosystems.
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