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Abstract. Water quality is crucial for both public health and environmental sustainability. In this article, we present an intelligent water quality monitoring system based on the Random Forest algorithm and the React library. The aim of our system is to offer an innovative solution to effectively anticipate and monitor water quality, an essential element for public health and environmental protection. Using the Random Forest method for data classification and React for the user interface, we have developed a robust and easy-to-use platform. This platform allows users to easily access accurate water quality data and take preventive measures if necessary. We also expose in depth the methods of data collection and processing, as well as the results of the system evaluated using different quality measurements. By combining sophisticated methods with contemporary web technologies, our system represents a major breakthrough in water quality monitoring, contributing to the preservation of the environment and public health.
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Introduction
Water, which makes up 60% of the human body, is the most important chemical component in life and is essential to the health of all other living ecosystems [1]. The preservation and quality of water have become global priorities over time. Fresh water supplies make up just 2% of the world's water resources, and they are becoming more contaminated due to human activities [2]. It is vital to maintain the quality of the water since failing to do so will jeopardize human health and the delicate balance of life. The most common waterborne infections are cholera and diarrhea, and water contamination is the primary cause of sickness and mortality globally [3]. Water quality (WQ) is often assessed by gathering water samples from many locations at various intervals and testing them in labs. However, Water quality for any specific water body or process can be labor-intensive, costly, and time-consuming to manually sample and analyze in a lab. Because of this, intelligent systems are being utilized more and more to monitor Water quality, particularly when real-time data is required [4,5]. The use of IoT and machine learning into water quality monitoring systems has resulted in more accurate real-time monitoring. Computers can mimic human behavior and learn from errors thanks to machine learning, which makes them perform on par with humans [6]. In this article, we present an intelligent water quality monitoring system based on the Random Forest and React. Our water drinking prediction model was developed using the Random Forest algorithm, a modern machine learning method. The model was trained with a data set that included measurements of pH, turbidity and temperature, as well as labels indicating whether the water was drinkable or not. After being formed, the model is able to predict water quality based on new measurements provided by the user. With regard to the user interface, we used React to design a user-friendly and responsive web application. The values of pH, turbidity and temperature can be entered by the user in the interface and then sent to the Flask server for prediction using the Random Forest model. The resulting prediction is returned to the user interface and displayed on the screen.
 Our system has been successfully tested on real-world data sets and has demonstrated promising performance in terms of prediction accuracy of drinking water. Thus, the system offers an efficient and cost-effective solution for real-time monitoring of water quality, which can help improve public health and preserve the environment.
In this study, the water quality prediction model uses pH, turbidity, and temperature as input parameters. These parameters were selected for two main reasons. First, they were consistently available in the dataset, ensuring reliable training and evaluation of the Random Forest model. Second, prior analyses indicate that pH, turbidity, and temperature are strongly correlated with water potability, making them suitable predictors for drinking water safety.

Other potentially relevant parameters, such as dissolved oxygen (DO), total dissolved solids (TDS), and oxidation-reduction potential (ORP), were not included due to incomplete or insufficiently representative data. Incorporating these parameters without reliable coverage could compromise model accuracy. Future work may include these additional variables when more comprehensive datasets become available.
Background
Water quality parameters
In this study, the essential elements of water quality are assessed. Here is a complete list of the most important water quality parameters that are being evaluated, such as pH, temperature and turbidity.
Table 1. Description and Justification of Key Water Quality Parameters.
	 Parameter
	Justification / Description

	Ph
	Measures the acidity of a water solution on a logarithmic scale from 0 to 14. A pH of 7 is neutral (pure water). Values below 7 indicate acidity, above 7 indicate alkalinity. Each unit change represents a tenfold change in acidity (e.g., pH 6 is 10 times more acidic than pH 7) [7].

	Turbidity
	Indicates water clarity based on the amount of light passing through a sample. The turbidity sensor measures light scattered by particles; higher particle concentration increases turbidity, indicating more dirt or suspended matter in the water [8].                                                                                                                   

	Temperature
	Influences chemical and biological processes in water. Higher temperatures enhance taste and smell but reduce gas solubility, especially oxygen. This increases organisms’ oxygen demand due to higher metabolism while decreasing available oxygen, adding stress. Temperature changes can result from sunlight intensity, climate, and domestic or industrial waste [9].



Machine learning algorithm utilized
As part of our study, we put into practice a Random Forest classification algorithm to forecast drinking water based on parameters including temperature, turbidity, and ph. There were other steps for standardizing the data, training the model, scaling it, saving the model, and loading the artifacts so that the model could be used to forecast fresh data and assess its performance. In many research contexts, random forest classification is a well-liked machine learning technique for creating prediction models. Reducing the number of variables required to produce a forecast is frequently the aim of prediction modeling, which aims to increase efficiency and lessen the workload associated with data collecting. There are a number of variable selection techniques available for random forest classification settings, however there isn't much literature to advise users on which technique would be best for certain dataset types [10]. The use of the Random Forest algorithm for water quality assessment is justified by its ability to effectively model complex phenomena, identify key influencing factors, and provide accurate predictions. For example, Khan et al. (2021) showed that Random Forest can simulate surface water salinity while reducing model complexity, thereby facilitating management and the implementation of appropriate mitigation measures [21]. Moreover, Wang et al. (2021) demonstrated that Random Forest is effective in modeling the spatial distribution of water quality and identifying major pollution sources, thus providing essential information for aquatic ecosystem restoration [22]. Finally, Sakaa et al. (2022) highlighted that Random Forest offers more accurate predictions of the water quality index than other models, while requiring fewer input variables, which optimizes the efficiency of the modeling process [23]. These studies illustrate the relevance of Random Forest for the analysis and management of water quality in various environmental contexts. A comparison with other machine learning techniques shows that Random Forest is a wise choice for predicting water quality. Compared to artificial neural networks, it requires less data and remains interpretable through feature importance. Unlike support vector machines, it is more stable and less sensitive to hyperparameters. Finally, although XGBoost can achieve high performance, Random Forest offers an optimal balance between accuracy, robustness, ease of implementation, and interpretability.
The Random Forest model was chosen for its robustness to noisy data and its ability to easily handle numerical variables such as pH, turbidity, and temperature. It also provides interpretability through feature importance analysis. Compared to other models like neural networks, SVM, or XGBoost, Random Forest is simpler to train and performs well on medium-sized datasets, making it a suitable choice for predicting water potability.
Random Forest operation
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Figure 1. Simplified diagram of the Random Forest operation

Random Forest is an ensemble learning method utilized for classification, regression, and various other tasks in supervised learning. Throughout the training phase, it generates a multitude of decision trees. The class mode or the mean prediction of each individual tree determines the final prediction. A decision tree, which can be binary or non-binary, is a type of tree structure. In the system, each non-leaf node represents a feature test, where each branch signifies the outcome of a feature attribute across a range of values. Furthermore, each leaf node contains a category. The category recorded at the leaf node when the decision tree reaches it is considered the decision outcome. Beginning with a root node, the decision tree assesses whether the feature attributes within the category match [11]. A random forest is a group of unconnected decision trees gathered together. The method parameter d determines the number of levels in each tree branch, and the selection metrics we utilized to separate the decision tree's characteristics are the Gini index [12]. The reason we chose the Random Forest algorithm over other machine learning algorithms is due to its numerous advantages: It efficiently operates on large databases and boasts unparalleled accuracy among current algorithms. It effectively handles errors in unbalanced class population datasets. It supports an effective method for estimating missing data, ensuring accuracy even in scenarios where a significant portion of the data is missing [11].
In our study, The Random Forest model was configured with 100 trees and the Gini criterion. The data were split into 80 % for training and 20 % for testing, with 5-fold cross-validation to prevent overfitting. The model’s performance on the test set is as follows: Accuracy: 91 %, Precision: 90 %, Recall: 91 %, F1-score: 90 %.
The confusion matrix confirms a satisfactory balance between the “potable” and “non-potable” classes.

	
Practical Applications of Machine Learning and IoT for Water Quality Monitoring
Table 2. Applications of Machine Learning and IoT for Water Quality Monitoring.
	Ref
	 Measured Parameters
	Applications/Domains

	[13]
	Water characteristics from sensors
	Real-time water quality monitoring.

	[14]
	Water quality
	Continuous water quality analysis and pollution detection.

	[15]
	Temperature, turbidity, pH, humidity, water level, CO2
	Intelligent water quality management based on IoT.

	[16]
	Water parameters
	Water quality monitoring in bodies of water.

	[17]
	pH, temperature
	Continuous monitoring of water quality in pools.

	[18]
	pH, turbidity, total dissolved solids, dissolved oxygen, oxidation-reduction potential, electrical conductivity
	Automated water treatment technology for evaluating and monitoring water quality.

	[19]
	TDS, pH, temperature, turbidity, other physical and chemical characteristics of water
	Real-time water quality monitoring based on sensors and Raspberry Pi controllers.

	[20]
	Water quality
	Cloud-based intelligent water quality monitoring based on deep learning.



Analysis of Table 2 reveals several trends in the application of Machine Learning and IoT for water quality monitoring. Most of the reported works rely on sensor networks for real-time acquisition of physicochemical parameters (pH, turbidity, temperature, electrical conductivity, TDS, etc.), confirming the relevance of IoT for continuous and distributed measurements. Existing solutions are often designed for specific environments—such as swimming pools, reservoirs, or natural water bodies—and primarily employ relatively simple supervised analysis architectures, with a strong dependence on data from physical sensors. However, certain gaps are evident: few systems integrate advanced predictive analytics, the use of deep learning models remains limited, and contextual or environmental data (e.g., weather, water usage, upstream pollution) are rarely incorporated. Additionally, challenges such as handling missing data, automatic sensor calibration, and robustness against network disruptions are seldom addressed. The system proposed in this work stands out by combining a Random Forest–based intelligent model with a real-time React and Flask interface, capable of effectively managing missing data and delivering reliable predictions of water potability. This approach addresses the identified limitations of prior solutions while offering a modular architecture that is easily deployable.
 Data Source and Collection
The main dataset used in this study comes from the Kaggle Water Potability dataset, containing 3,276 samples. This dataset includes the pH and turbidity parameters but does not contain temperature measurements.
For our model, temperature was added from supplementary sources to complete the analysis. The three parameters selected for the final model are therefore pH, turbidity, and temperature, as they are scientifically recognized as strongly correlated with water potability and are available for all observations.
Prior to model training, the data were preprocessed through the following steps:
· Imputation of missing values using the mean of each parameter;
· Removal of outliers;
· Normalization using a StandardScaler to ensure consistency with the training data.
These steps ensure the quality and reliability of the data used to train the Random Forest model.
Results
Our intelligent water quality monitoring system is designed to provide a robust and user-friendly solution that combines machine learning technologies and modern web frameworks. This system consists mainly of two components: the machine-learning model based on the Random Forest algorithm and the user interface, which is developed using React.
[bookmark: _Hlk182257711]3.1 System Architecture
The proposed system architecture consists of multiple interconnected layers, each contributing to the overall functionality. The system collects parameters such as pH, turbidity, and temperature, and the data is transmitted to the server for processing. Before analysis, the raw data undergoes preprocessing to remove noise and outliers, ensuring its quality and reliability. A Random Forest model is then used to predict water potability based on historical datasets containing measurements and corresponding labels. The React-based user interface allows users to enter water quality parameters and receive real-time predictions. The interface is responsive and user-friendly, designed for non-technical users. The Flask backend acts as middleware between the frontend and the model, handling data reception, analysis, and returning prediction results. Figure 2 illustrates the system architecture, showing the flow of data from collection, through preprocessing and the Random Forest model, to the user interface via the Flask server. The figure clarifies the role of each system component.
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Figure 2. System Architecture


[bookmark: _Hlk182257998]3.2 Overall System Operation

The water prediction system consists of a Flask backend and a React frontend, with the Random Forest model at its core:
1. Model Training: Data is extracted from CSV (Comma Separated Values) files containing water characteristics and potability labels. Missing values are replaced by column means, and all features are standardized for uniformity.
2. Backend Handling: Flask defines two main routes:
· Home Route: Allows users to enter water characteristics.
· Prediction Route: Receives data as JSON (JavaScript Object Notation) via POST requests, applies the pre-trained Random Forest model, and returns predictions in JSON format.
3. Frontend Interaction: The React application collects user input through an interactive form. Data is sent to Flask via Axios, and the returned predictions are dynamically displayed in real time, indicating whether water is drinkable.

3.3 Key System Benefits

The system provides several advantages:
· Accuracy: Reliable water potability predictions through the Random Forest model.
· Security: Separation of frontend and backend safeguards user data.
· User-Friendly Interface: Intuitive data entry and clear result display.
· Real-Time Responsiveness: Asynchronous communication ensures fast predictions.
· Simplified Deployment and Maintenance: Leveraging `create-react-app` and Flask facilitates frontend initialization and backend management.
Overall, the system is effective for users seeking fast and reliable water quality assessment.

3.4 Simplified Flow Chart

The prediction workflow is summarized as follows:
1. User enters water characteristics in the React form.
2. Form submission triggers a POST request via Axios to the Flask backend.
3. Flask standardizes the input data using the pre-saved scaler.
4. Random Forest model predicts water potability.
5. Prediction results are sent back to the frontend and displayed to the user.

Figure 3 presents a simplified flow chart of the system, visually representing each step from data entry to prediction display, enhancing clarity and interpretability.


Figure 3. Simplified Flow Chart
DISCUSSION
The proposed intelligent system for water quality monitoring is built on a full-stack architecture combining a React interface, a Flask backend, and a Random Forest model. Currently, users manually input physicochemical parameters (pH, turbidity, temperature), but the system can be extended to automatically collect data from IoT sensors or integrate with external databases. The Random Forest model was chosen for its robustness to missing values and noise, predicting potability by outputting class probabilities. Input normalization using a pre-trained StandardScaler ensures consistency with the training data. 
The performance obtained 91 % accuracy, 90 % precision, 91 % recall, and 90 % F1-score shows that the Random Forest model is competitive compared to other classical models. A benchmark conducted with a Support Vector Machine classifier resulted in lower scores (87 % accuracy), confirming the relevance of Random Forest for water potability prediction.
 The system has some limitations: reduced performance in edge cases, potential bias due to limited or imbalanced datasets, challenges in sensor deployment (maintenance, power supply, connectivity), and generalization to other water sources. Nevertheless, the modular architecture allows future enhancements: cloud deployment, edge computing, blockchain for data traceability, and online learning for continuous adaptation to real-time data streams.
In summary, our solution provides a robust and extensible platform for intelligent water quality monitoring, combining artificial intelligence, web development, and operational perspectives to support environmental and public health applications.
Conclusion
[bookmark: _Hlk182258321]In conclusion, our intelligent water quality monitoring system, integrating the Random Forest algorithm and the React library, represents a significant and promising breakthrough in the crucial area of environmental management and public health. Using the advanced predictive capabilities of the Random Forest algorithm, we have developed a robust, accessible technology platform. This allows users, whether researchers, water resource managers, or simply caring for their environment, to effectively monitor water quality with increased accuracy. The integration of modern web technologies such as React significantly improves data accessibility; while optimizing user interaction. This intuitive interface makes our system not only technically efficient, but also user-friendly and easy to use for a variety of users.
The results obtained through our evaluations demonstrate the reliability and robustness of our approach. They confirm that our system can serve as an essential pillar for the preservation of the environment and the protection of public health globally. As we continue to develop this platform, we plan to expand its ability to integrate more water quality parameters, as well as advanced machine learning techniques. This will further strengthen our ability to anticipate and respond to the complex challenges of sustainable management of water resources.
In short, our work represents a significant contribution both in terms of innovative technology and social benefits, providing a proactive and precise solution for continuous and effective monitoring of water quality globally.
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